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EDITORS' PREFACE

In the course of executing the mainline research program of Project A,
-. it has always been an accepted--indeed priority--practice to find mechanisms

and means for communicating and sharing early and/or otherwise salient
research results and activities with the U.S. Army and with the professional
research community at large. As a result, numerous papers, reports, and
symposium proceedings have been produced each year to meet the continuing
interest of both scientific and operational audiences. The custom within
Project A has been to compile these documents and to publish them as an
adjunct to the Project A Annual Report.

The reports in this Supplement to the Fiscal Year 1986 Annual Report are
presented in chronological order. Most of them are referenced in the Annual
Report. That some are not should in no way diminish their importance or
relevance to the readers of these reports. Each document was produced to
meet a specific need and audience and, when taken in context, provides, ineffect, a chronology of reports and communications which can reveal theprocess and flow of the overall research program being accomplished

collegially by the U.S. Army Research Institute and contractor scientists.
_ In many cases these findings have been further refined or synthesized into
, more formal contract-deliverable items.

Lawrence M. Hanser

Lola M. Zook
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IMPROVING THE SELECTION, CLASSIFICATION, AND UTILIZATION OF
ARMY ENLISTED PERSONNEL:

ANNUAL REPORT, 1986 FISCAL YEAR
SUPPLEMENT TO ARI TECHNICAL REPORT 792

PURPOSE OF THE REPORT

The materials presented in this report were prepared under Project A,

the U.S. Army's current, large-scale manpower and personnel effort for
improving the selection, classification, and utilization of Army enlisted
personnel. This Research Note supplements ARI Technical Report _, the
Project Annual Report for the 1986 Fiscal Year. It augments that report by
providing copies of a set of technical papers that were prepared during the
year reporting on detailed phases of the project research methods and

- .4. results.

OVERVIEW OF PROJECT A

the Project A is a comprehensive long-range research and development program
0the U.S. Army has undertaken to develop an improved personnel selection and

classification system for enlisted personnel. The Army's goal is to increase
its -ffectiveness in matching first-tour enlisted manpower requirements with
available personnel resources, through use of new and improved selection/
classification tests that will validly predict carefully developed measures
of job performance. The project addresses the Army's 675,000-person enlisted
personnel system encompassing several hundred military occupations.

The program began in 1980, when the U.S. Army Research Institute (ARI)
started planning the extensive research needed to develop the desired
system. In 1982 ARI selected a consortium, led by Human Resources Research
Organization (HumRRO) and including American Institutes for Research (AIR)
and Personnel Decisions Research Institute (PDRI), to undertake the 9-year
project. It is utilizing the services of 40 to 50 ARI and consortium
researchers working collegially in a variety of professional specialties.
The Project A objectives are to:

o Validate existing selection measures against both existing and
project-developed criteria (including both Army-wide job perfor-
mance measures based on rating scales, and direct hands-on
measures of MOS-specific task performance).

o Develop and validate new selection and classification measures.

o Validate intermediate criteria such as training performance, as
predictors of later criteria, such as job performance, so that
better informed decisions on reassignment and promotion can be
made throughout a soldier's career.

o Determine the relative utility to the Army of different perfor-
mance levels across MOS.

*• ix



o Estimate the relative effectiveness of alternative selection and
classification procedures in terms of their validity and utility

for making decisions.

The research design incorporates three main stages of data collection
and analysis in an iterative progression of development, testing, evaluation,
and further development of selection/classification instruments (predictors)
and measures of job performance (criteria). In the first iteration, file
data from fiscal years (FY) 1981/1982 were evaluated to explore relationships
between scores of applicants on the Armed Services Vocational Aptitude
Battery (ASVAB), and their later performance in training and their scores on
first-tour Skill Qualification Tests (SQT).

For the ensuing research, 19 Military Occupational Specialties (MOS)
were selected as a representative sample of the Army's 250+ entry-level MOS.
The selection was based on an initial clustering of MOS derived from rated
similarities of job content. These MOS account for about 45 percent of Army
accessions and provide sample sizes large enough so that race and sex fair-
ness can be empirically evaluated in most MOS.

In the second iteration, a Concurrent Validation design was executed
* with FY83/84 accessions. A "Preliminary Battery" of perceptual, spatial,

temperament, interest, and biodata predictor measures was developed and
tested with several thousand soldiers as they entered four MOS. The data

- from this sample were then used to refine the measures, with further explora-
tion of content and format. The revised set of measures was field tested to
assess reliabilities, "fakability," practice effects, and other factors. The
resulting predictor battery, the "Trial Battery," was administered together
with a comprehensive set of job performance indexes based on job knowledge
tests, hands-on job samples, and performance rating measures, in the Concur-
rent Validation during the summer and fall of 1985.

On the basis of testing experience, the "Trial Battery" was revised as
the "Experimental Predictor Battery," which in turn is being administered in
the Longitudinal Validation stage (third iteration), beginning in the late
summer of 1986. All measures are being administered in a true predictive
validity design. About 50,000 soldiers across 21 MOS will be included in the
FY86-87 administration and subsequent first-tour measurement. About 3,500 of
these soldiers are expected to be available for second-tour performance
measurement in FY91. Three MOS have been added to the original 19 (19K, 29E,
96B), and one of the original MOS was dropped (76W).

Activities and progress during the first three years of Project A were
described in annual reports as follows: FY83 - ARI Research Report 1347 and
its Technical Appendix, ARI Research Note 83-37; FY84 - ARI Research Report

* 1393 and related reports, ARI Technical Report 660 and ARI Research Note
85-14; FY85 - ARI Technical Report _ (in preparation) and ARI Research
Note (in preparation). These reports list other publications on specific
activities.

Other publications on specific activities during those years are listed
* in those annual reports. The annual report on project-wide activities during

FY86 is presented in ARI Technical Report The technical papers
reproduced in this Research Note serve as additional documentation for
various FY86 activities.

* x
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Utility Estimation in Five Enlisted Occupations

Newel l K. Eaton, 1ii Ida Wing and Alan Lau

U.S. Arrry Research Institute for the Behavioral and Social Sciences1

In most organizations the decision to develop and impleinent selec-
tion and/or classification tests rests on the assumption that their
costs will be outweighed by their benefits in terms of increased em-
ployee performance and tenure. The initial costs of testing programs

have been increasing due to more stringent requirements for documenta-
tion of validities, test ad-ninistration using computers, and the poten-
tial for legal challenges to test fairness. With the increasing costs
of starting and maintaining testing programs, more attention is being
paid to assessing their benefits. The purpose of this paper is to
expand on methods used by several researchers in this area (Eaton,
Wying, & Mitchell, 1985; Hunter & Schmidt, 1982).

* Brogden (1949) and Cronbach and Gleser (1965) provided the first
systematic descriptions of the utility of testing programs indexed in
dollars. They linked performance levels to the dollar values estimated
for those performance levels. Their formula for the gain in productiv-
ity, or utility (US), obtaiped by using valid selection procedures
includes (a) Ns, the number of individuals selected; (b) SDS, the stan-
dard deviation of performance', scaled in a utility metric such as dol-
lars; and (c) the average performance expected on the criterion by the
selected group as estimated from a valid predictor, given by Rxy Zx:

US = Ns SD$ Rxy Zx

The formula was subsequently modified to account for testing costs. A
mre complete description of such formulations can be found in Cascio
S(1982), Cronbach and Gleser (1965), and Hunter and Schrnidt (1982).

While the values of most of the variables on the right hand side
of the Brogden-Cronbach-Gleser formulas are known, the estimation of

• .1-, SUS, the standard deviation of performance scaled in dollars, is prob-
lematic. One 'SoS Estimation Technique' is based on estimates of the
dollar value to the organization of performance at the 50th percentile
level, the 85th percentile level (one standard deviation above the
mean), and, socnet imes, the 15th percentile level (one standard devia-
tion below the mean). The dollar difference between the 15% and 50'
estimates, and the 50% and 85, estimates, provides an estimate of SOS
(Cascio & Silbey, 1979; Hunter & Schmidt, 1982; and Schmidt, Hunter,
McKenzie, & Muldrow, 1979).

1The views expressed in this paper are those of the authors and do not

necessarily reflect the view of the U.S. Army Research Institute or the
Department of the Army.
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A second method is the 'Superior Equivalents Technique' proposed
by Eaton et al.(1985). It is scinewhat like the S.": Estimation Tech-
nique. Instead of using estimates of the dollar value of 85th percen-
tile performance, however, the technique uses estimates of the number
(N85) of superior (85th percentile) performers who would be needed to
produce the output of a fixed nunber (N50) of average (50th percentile)
performers. This estimate, conbined with an estimate of the dol lar
value (V50) of average performance, provides an estimate of SOS:

SDS = V50 [(NS0/N85) - 1).

Eaton et al. speculated that this method would be more appropriate in
situations where the nature of the work is such that managers are more
accustcnned to considering the relative productivity of employees or
crews than the relative costs of producing given levels of output.

A third estimation strategy has been proposed by Hunter and
Schmidt (1982). In reviewing the results of a variety of studies, they
note that SOS typically falls between 40% and 70% of annual salary.
This might be termed the 'Salary Percentage Technique.'

In their recent paper, Eaton et al. showed that the Superior Equi-
valents Technique provided more stable estimates of U.S. Army tank
ccxrmanders' SDS than did the SD$ Estimation Technique. They also noted
that both these techniques provided substantially larger estimates of
SOS than did the Salary Percentage Technique. The purpose of this
paper was to compare the results of the Superior Equivalents Technique
with the SOS Estimation Technique across five different U.S. Army en-
listtd military occupational specialties (hM0S). This was intended to
assess both the variability of SOS values across the five MOS as well
as the results with the two techniques. The paper was also intended
to determine whether a 'short hand' estimation procedure could be de-
veloped for military occupations, such as the Salary Percentage Tech-
nique. Last, because the research was conducted with supervisors who
were both noncorrmissioned officers (NCOs) and corrmissioned officers, it
was possible to assess the impact of level of management on SOS

. estimates.

0 METHOD
,I...

Instmrent

'. A questionnaire based on earlier research (Bobko et al. 1983;
Burke & Frederick, 1984; Eaton et al. 1985; Schnidt et al. 1979) was
developed to measure the comparative worth to the Army of first-term
soldiers operating at different performance levels. Separate forms
were administered to supervisors in each of the five MOS studied.
The first method asked supervisors to think about how much ten average
soldiers (50th percentile) coiitributed to the Army. Supervisors then
estimated how many superior (85th percentile) soldiers would be needed

, to do the sane amount of work. The second method asked supervisors to
first consider the worth of average and superior first tour soldiers to
the Army. They were then asked to estimate how much an average (50th

%. percentile) first-term soldier and a superior (85th percentile) soldier

* 4



are worth by considering such factors as salary, output, responsibil-

ity, and equipvent. Dollar estimates of the yearly value to the Arry

of average and superior soldiers were then requested.

Subjects

Supervisory estimates were obtained from 270 NCOs and officers in

five MOS across three different posts. The five AIOS were infantrymen

(11B), armor crewnen (19B), light whee[ vehicle/power nchanics (638),

medical specialists (918), and radio teletype operators (0SC). Of the

270 supervisors, 226 (83 percent) .ere NCO and 29 (11 percent) were

officers. The ronainder did not provide rank information. Four super-

visors (one percent) did not respond to the methods of estimating util-

ity and their responses are not included in the analyses. Of the

remaining 266, 13 did not provide useable estimates for the first
method and (a different) eight did not provide useable estimates for

the second method.

Other Data

To obtain the value of average performance for the Superior

6 Equivalents Technique, as well as the data required for the Salary Per-

centage Technique, we used published pay and allowance tables. In 1985

the base pay for Army enlisted personnel with two years of service

ranged from $9,000 to $10,000. Non-taxable allowances for such items

as housing, post exchange, vacation, and travel benefits could arunt

to nore than $6,000 for the typical married soldier with dependents.

Our estimate of an equivalent civilian salary would be about $16,000

per year. This is consistent with Henderson's (1985) estimates for the
cmpensation of a Private First Class living off post with dependents.

RESULTS

The results from the Superior Equivalents Techniques indicated

that, across MOS, 5.20 superior first-tour soldiers performed as well
as 10 average soldiers. Using $16,000 as the value of average perform-

ance (V50), 5.20 as the number of superior equivalents (N85), and 10 as

the number of average soldiers (N50), the Superior Equivalents Tech-

• nique yielded a SDS estimate of $14,769. Of the 253 supervisors re-

sponding, 7% indicated 1 or 2 superior first-tour enlisted soldiers

were equivalent to 10 average soldiers, 23% indicated 3 or 4, 511 indi-
cated 5 or 6, 17% indicated 7 or 8, and 3% responded with 9 or 10.

There was only a modest difference between estimates for the five MUS:
the nurnber of superior equivalents ranged from 4.90 to 5.58 with 5"$

* estimates from $12,881 to $16,720. The results by MVS are shown in
Table 1. Full ANOVA results were conputed, including as factors MOS

and RANK of the supervisor providing the estimates. The differences by
41 MOS did not reach statistical significance, nor did RANK, nor the MOS x

RANK interaction.
p'.

* The results fron the SDS Estimation Technique indicated that,

across MOS, average soldiers were worth about $16,725 per year while

superior soldiers were worth about $25,969. This yields an S$ estima-

tion of $9,244. Of the 258 supervisors responding, 11% provided SOS

* 5



Table 1: Estimated Nujnber of Superior First Tour Soldiers Equaling 10
Average Soldiers and Ccrrputed SD$ by MOS

MOS N Number Superior SOS

118 48 5.54 $12,881
19E 60 5.40 $13,630

91B 36 4.89 $16,720

63B 67 5.15 $15,068

05C 42 4.90 $16,653

Total s 253 5.20 $14,769

estimates of less than $2,000, 14% between $2,001 and $4,000, 19% be-
toen $4,001 and $6,000, 12% between $6,001 and $8,000, 16% between

i $8,001 and $10,000, 15% between $10,001 and $16,000, and 12% over
$16,000. These appear to be more variable than Superior Equivalents

estimates. Larger, between WJS differences also were found with the

50$ estimation technique, ranging from about $6,254 to $11,150. The av-
erage values assigned average and superior soldiers, as well as S0$
estimates for the five MOS, are shown in Table 2.

Table 2: Dollar Estimates of Value to the Army of Average and

Superior First Tour Soldiers by MOS

AIUS N Average Superior SDS

11B 53 $19,226 $29,000 $ 9,774
19E 63 13,736 20,190 6,254

91B 38 18,000 27,132 9,132

636 64 15,719 26,344 10,625
05C 40 18,200 29,350 11,150
Totals 258 $16,725 $25,969 $ 9,244

Full NOVA results were ccinputed on the SD$ estimates following

the procedures outlined for the Superior Equivalents estimates. With
the So$ estimates, however, the effect of MOS was significant (F =

4.23, df = 4,225, p < .01). Duncan's multiple range tests indicated

the SD$ estimates for first tour armor crewmen (19E) were lower than
• those for medics (91B) mechanics (63B) and radio telephone operators

(05C). i etthcr the RANK nor NUS x RANK effects were si &nificant.

Last, SO$ values obtained using both the Superior Equivalents and
SL)$ Estimation Techniques were conpared to the estimated civilian

-. equivalent salary and to base pay. Using $16,000 as the best estimate

* of estimated civilian equivalent salary and $9,500 as base pay, esti-
mates of 50$ would be 58-92% of estimated civilian equivalent salary

based on superior equivalents and SOS estimates, respectively. Using

only basc pay as a salary basis, SD$ would be estimated at 97%-156%.
The value of 125. of base pay may be chosen as an estimate of SD$.
Assurning a value of $10,000 per year as base pay (for simplicity,

* rather than the $9,500 figure used in previous analyses), then SO$ =
$12,500 and US can be estimated (Cascio, 1982, pp 220-226). Table 3

displays the estimated US, per first tour soldier selected, as a func-

tion of the validity of the test and the proportion of applicants

selected.

* 6
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Table 3: Estimated US Per Selection as a Function of Test Validity
and Proportion of Applicants Selected

Test Validity

. .1 .2 .3 .4 .5 .6

U.' Proportion .2 $1,750 $3,500 $5,250 $7,000 $8,750 $10,500

of .4 1,200 2,400 3,600 4,800 6,000 7,200
Applicants .6 813 1,625 2,438 3,250 4,063 4,875
Selected .8 413 825 1,238 1,650 2,063 2,475

If 100 soldiers were selected from anmng 125 applicants, using a test
with a validity of .3, the estimated utility would be 100 x $1,238 =

$123,800 per year.

DI SCUSSICN

The first purpose of this research was to assess the SL)S of per-

" formance in five Army enlisted military occupational specialties using
two methods. For both methods there were numerical differences in SOS
across the MOS, and they were ordered logically. The lowest SOS values
were obtained for team/crew occupations infantryman and tank crew-
man - while the highest SO$ values were obtained for those who perform
many duties as individuals - medics, mechanics, and radio/telephone op-
erators. However, between MOS differences were statistically signifi-
cant for SDS values obtained for only one method, the SDS Estimation
Technique, and these differences were not clear cut.

The Superior Equivalents Technique, designed for use in military
settings, did not provide reliable between-MOS differences. It did,
however, yield estimates with considerably smaller levels of between-
subjects dispersion. This is consistent with the results of the ear-
lier Eaton et al. research. On balance, it would seem that both tech-
niques provide SO$ estimates which yield a useful range in which the
"real* SO$ probably falls. But neither is sufficiently precise at this
time to provide between-MOS comparisons in which one can be confident.

* Obtaining a ball-park estimate of SOS may well be sufficient for
most purposes. Seldom does one face a decision where the utilization

of a selection or classification test rests on cost tradeoffs of plus
or minus 10% or 20% of testing and start up costs. Rather, such pro-
grams are more typically initiated only if the potential payoff is
several times the costs. As a consequence, estimating a reasonable.

* range of SD values can be quite useful.

Fortunately, this and prior research (Eaton et al. 1985) show
that such an estimate may be obtained using a variant of the Hunter &

-' Schmidt (1982) Salary Percentage Technique. In the Eaton et al. work,
SS was 89% of estimated civilian equivalent salary, and 178% of base

* pay. For the two methods canpared in this research, results ranged
frirn 58%-921 of civilian equivalent salary, and 97'-156* of base pay.
Given this consistency it would seen that a rough estimate of SOS for
first-tour enlisted personnel is about 125% of base pay.
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Such an estimate is likely to be quite conservative. Eaton et al.

found SU$ values obtained with the tvo methods used in this research to

be about half those obtained with yet a fourth method, the System Ef-

fectiveness Technique, desgiited tu incLUpv.dte equipment, maintenance,

and other support costs. Burke and Frederick (1984) and Schnidt et al.

(1982) also obtained results suggesting the conservative nature of SD$

values obtained with the SOS Estimation Technique. The use of such a

rough estimate may well make a useful contribution to front end analy-

ses designed to assess the potential utility of initiating research on,

or implementation of, a selection and classification testine program.

Table 3 provides figures which make such estimates relatively simple.
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Multi-dimensional Performance Measurement

Lawrence M. Hanser and Jane M. Arabian
U.S. Army Research Institute'

Lauress Wise
American Institutes for Research

Introduction and Background

This paper is based on data collected for the large Army personnel re-

search project titled "Improving the Selection, Classification, and Utilization
.'. of Army Enlisted Personnel: Project A" (Eaton, Hanser, & Shields, 1985).

This project was conceptualized and planned during the 1980 to 1981 time pe-
riod, and a contract was signed with the prime contractor, Human Resources
Research Organization (HumRRO), in 1982. It is being conducted jointly by

scientists from the U.S. Army Research Institute for the Behavioral and Social
Sciences (ARI), HumRRO, the American Institutes for Research (AIR), and Person-
nel Decisions Research Institute (PDRI).

Early in the planning for Project A, it was recognized that a large pro-
portion of the research would have to be devoted to criterion development.
Plans called for the development of several different measures of performance:
(a) teats of hands-on performance, (b) paper and pencil tests of job knowledge,
and (c) ratings-of typical performance. Each of these broad categories of
criteria were further subdivided. Hands-on tests included tasks which were
specific to each Military Occupational Specialty (MOS) as well as tasks common
to all MOS. Two kinds of paper and pencil tests were constructed: (a) to
emphasize the content of formal school training, and (b).to emphasize MOS-spe-
cific task performance. Rating forms were constructed both for MOS-specific
task performance as well as for non MOS-specific Army-wide performance that we
have labelled broadly as "soldiering."

The initial impetus for developing such a comprehensive set of criterion

measures was largely a function of our underlying theory of performance meas-
4. urement. This underlying theory states rather simply that performance in a job

is multi-dimensional, and that it is not possible to capture that

S multi-dimensionality using only one measurement method. A method of measure-
ment may be intrinsic to some tasks. For example, having the requisite knowl-
edge of how to take a person's blood pressure may not be the same as actually

being able to perform the task accurately, yet both are important. An individ-
ual may score high on a paper and pencil test on this task, but might not score
as high on a hands-on test of this task. In order to be successful in perform-

* ing this task on the job it requires: (a) the knowledge of how to do the task,
(b) the physical skills to perform the task, and (c) the motivation to do it.
Or to put it in another well known way: performance a f(ability x motivation).

1 The views expressed in this paper are those of the author and do not necessar-
* ily reflect the view of the U.S. Army Research Institute or the Department of

the Army
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Because of the complexity of the criterion space being measured in this
project, it is extremely important that it be fully understood prior to choos-
ing a final set of predictors and recommending changes to the Army's selection
and classification procedures. Several recent papers by project scientists
have begun to address the issues associated with criterion development (c.f.,

Borman, White, Cast, & Pulakos, 1985; Campbell A Harris, 1985; Rumsey, Osborn,
& Ford, 1985). Borman et al. constructed and tested a path model of supervi-
sory and peer ratings to examine how each are related to other measures of

performance. They found that both job knowledge and hands-on task proficiency
are related to ratings, with the dominant path between ratings and hands-on

,. proficiency. They conclude, however, that "... for the most part different
methods of measuring job performance yield quite different results." Campbell
and Harris describe the results of attempting to interpret criteria using a
group of "concerned psychologists." They also present a "working model of job
performance for the domain of skilled jobs." In examining the correlation
matrices of hands-on and job knowledge tests and rating scales, they state "...

the methods correlate more highly within themselves than they do across meas-
ures." Rumsey et al. examine the relationships between job knowledge tests and
hands-on tests of job proficiency. In each of these papers, a central theme is
the multi-dimensionality of performance and the importance of using different

* measurement methods to capture performance adequately.

.-. The intent of this paper is to further explore the criterion space meas-
ured in Project A. Previous research has focused on aggregate measures of
performance such as total scores on hands-on or paper and pencil tests or aver-

-. age ratings across several dimensions. In this paper we focus on task level
measures in order to begin to understand better the relationships between kinds
of tasks and methods of measuring performance on them. Through this we hope to
gain a better understanding of the method variance associated with measures of

*.. task performance.

Method

' Subjects

Data reported in this paper were collected in 1984 as part of field tests
of the criterion measures developed by Project A scientists. Participants in-
cluded first tour soldiers in two Army MOS: (a) 178 Infantrymen (MOS 11B) and
(b) 167 Medical Specialists (MOS 91A). A complete description of the data
collection methods can be found in Campbell and Harris (1985).

Variables

Percent correct steps per task and average supervisory rating per task
0 %provided the major variables used in these analyses. Percent correct scores

were obtained on both hands-on and written tests. For each MOS reported here,
approximately 15 tasks were scored using all three measurement methods: (a)
hands-on performance, (b) multiple choice paper and pencil test, and (c) aver-
age supervisory rating of task performance. Approximately 15 additional tasks

per MOS were tested in the paper and pencil test, and these were also included
in the analyses. In addition, total score on a paper and pencil test focusing
on training course content, average supervisory rating on overall performance,

S"'and Armed Services Vocational Aptitude Battery (ASVAB) subtest standard scores

Swere included. This resulted in a total of approximately 71 variables per MOS

* 12



to be included in these analyses. Although these are a relatively small number

of subjects given the number of variables, the limits of analysis are a func-

tion of the number of factors extracted. These sample sizes will support the

extraction of a maximum of five to seven factors per MOS.

% Analyses

Though some "feel anxious in the presence of too many partial or
semi-partial correlations" (Campbell & Harris, 1985), we decided to explore
these data using factor analysis. Our specific plans were as follows: (a)

• Sextract a set of oblique factors for each MOS, (b) examine the inter-factor
correlation matrices, and (c) examine the patterns of loadings within and
across MOS. We used a principal axis solution with an iterative solution for
the communalities and a Promax rotation. We decided on the number of factors
to extract based on an inspection of the scree and interpretability of various
solutions. In order to conserve space, descriptive statistics and
reliabilities are not reported here. They are, however, available elsewhere
(Borman et al., 1985; Campbell & Harris, 1985; Rumsey et al., 1985).

Results and Discussion

* The data on the Medical Specialists yielded a five factor solution. Table
I shows the oblique solution. Variables reported in the table are limited to
the three highest loading on any factor, any variable with an absolute loading

*.  of greater than .30 on a cross-method factor, and any variable with loadings

greater than .30 on two or more factors.

Table 1. Rotated Factor Pattern (STD REG COEFS)

I II III IV V
80 . . . Rating:Splint Suspected Fracture <Supv>
77 . . . . Rating:Put on Field/Pres Dressing <Supv>
75 . . . . Rating:Perform CPR <Supv>
58 . • -35 • Rating:Measure/Record Respir. <Supv>
53 • 30 • • Rating:Measure/Record Pulse <Supv>
•N 57 • • • P&P:D9-Replace Filters in M17 Mask

51 . • P&P:14-Measure/Record Respirations
47 • • • P&P:I9-Estab/Maintain a sterile fld

43 H • • HO: A4-Put on Field/Pres Dressing
34 HO: A9-Init a Field Med Card

68 . . ASVAB SUBTEST SCR-Arithmetic Reasoning
57 ASVAB SUBTEST SCR-Math Knowledge

' 52 • • ASVAB SUBTEST SCR-Coding Speed
,. • 49 • • P&P: 16-Assemble Needle & Syringe

* • • 49 • • P&P: K2-Draft/Fire TPR Charts
. . 42 . . P&P: A6-Open Airway

• 40 . P&P: 17-Change a Sterile Dressing
. 41 32 • School: All Items
. . 76 . ASVAB SUBTEST SCR-Auto/Shop

S ." 71 ASVAB SUBTEST SCR-Electronics Information
> • 59 • ASVAB SUBTEST SCR-Mechanical Comprehension

. 37 • P&P: G3-Vehicle Recognition
. 68 HO: 13-Measure/Record Pulse

. . . . 51 HO: 19-Est/Maintain Sterile Field

13



. . .47 HO: 14-Measure/Record Respir.

33 35 HO: AB-Splint Suspected Fracture

As expected, there are strong method factors, with little overlap of

wariables across method factors. Note, however, that two ratings overlap with
the ASVAB factors, and one of the hands-on tasks overlaps with an ASVAB factor.
Two hands-on tasks have loadings greater than .30 on Factor II, the paper and

J- pencil job knowledge test factor. Several of the job knowledge test tasks load
on the two ASVAB factors. Also, ASVAB splits into two factors, a math/speed
factor and a technical factor. Table 2 provides the factor correlations.

Table 2. Inter-Factor correlations
I I III IV V

1 100 1 7 -11 17

111 7 15 100 -6 19

IV -11 27 -6 100 -8
V 17 -2 19 -8 100

Not surprisingly, the paper and pencil job knowledge test factor, Factor

* II, and an ASVAB factor, Factor IV, have the highest correlation. Note, how-
ever, that none of the ASVAB subtests have loadings of .30 or higher on Factor

II, and that it is the ASVAB technical factor which correlates highest with the
job knowledge paper and pencil test factor. The ASVAB Verbal subtest did not
meet the criteria for inclusion in this table. These results would seem to
indicate that correlations between ASVAB and paper and pencil job knowledge

measures are not simply the result of shared method variance.

The next highest inter-factor correlations are between the hands-on fac-
tor, Factor V, and the ASVAB math/speed and rating factors, Factors III and I

V respectively. While the hands-on factor is a relatively pure method factor,
"4 its correlations with the other factors strengthen the conclusions of Borman et

al. Each method appears to measure a different but related piece of job per-

• formance.

Table 3 contains the oblique promax factor pattern for Infantrymen. Seven
factors were extracted. The choice of variables to report was based on the
same rules as for the previous table of loadings.

Table 3. Rotated Factor Pattern (STD REG COEFS)

I II III IV V VI VII
64 . . . . . . P&P: ES-Oper as Station in Radio Net

64 . . . . . . School: All Items
61 . . . . . . P&P: B4-Perform OP Maint. on M16AI

.A 59 . . . . . . P&P: HI-Perform Tracked Vehicle Maint
56 -39 . P&P: El-Collect/Report Info

66 . . . . . Rating: Install/Fire/Recover M18AI <Supv>
.65 . . . . . Rating: Load/Clear M60 (Supv>

59 . . . . . Rating: Prepare Range Card for M60 <Supv>
54 • 37 • • • Rating: Mean non MOS-Specific<Supv>
50 • 33 • • • Rating: Navigate on Ground <Supv>

. 38 - 39 • • • Rating: Set Headspace/Timing on .50 <Supv

4 "- 14
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V.

31 . . P&P: G8-Estimate Range
* 76 ASVAB SUBTEST SCR-Auto/Shop

* 74 . ASVAB SUBTEST SCR-Mechanical Comprehension
73 ASVAB SUBTEST SCR-General Science

* 73 ASVAB SUBTEST SCR-Verbal
. 79 Rating: Op as Station in Radio Net <Supv>
,'76 Rating: Op Radio Set AN/PRC-77 <Supv>
* 44 HO: ES-Op as Station in Radio Net
* 31 HO: BC-Engage Targets w LAW

. 68 HO: C6-Call/Adjust Indirect Fire

. 67 HO: G8-Estimate Range
• 55 HO: B4-Perform Op Maint on M16A1

39 • 37 • Rating: Call/Adjust Indirect Fire <Supv>
30 . • 32 P&P: B9-Engage w Hand Grenades
32 . .HO: BB-Prepare Range Card for M60

. .. 58 • HO: JI-Movement in Urban Terrain

. .. 56 • HO: BA-Prepare Dragon for Firing
• • 36 50 . HO: B9-Engage Targets w Grenades

. ... . 47 • HO: I1-Install/Fire/Recover M18A1
35 . P&P: BA-Prepare Dragon for Firing

. . . .. . 71 ASVAB SUBTEST SCR-Numerical Operations
7e. . 59 ASVAB SUBTEST SCR-Coding Speed

. 40 . . • 54 ASVAB SUBTEST SCR-Math Knowledge
• . 41 . . • 53 ASVAB SUBTEST SCR-Arithmetic Reasoning

While similar method factors emerge, the factor space for infantrymen is
slightly more complex. The ASVAB Factors III and VII are quite clean, though
Factor III and the paper and pencil job knowledge test Factor I are relatively
oblique (Table 4.). These factors are substantially more correlated than are
the two ASVAB factors with each other. Note also that the ASVAB math/speed
Factor VII has a lower correlation with the paper and pencil job knowledge test
Factor I, than the more technical ASVAB Factor III. If there is a simple
"written test" factor, it failed to emerge in either of these solutions.

.*. Perhaps most interesting are Factors IV and V. Each of these factors has a

mixture of variable loadings representing different measurement methods. On
Factor IV the supervisory rating and hands-on test for operating as a radio
station in a net both load substantially. On Factor V the supervisory rating
and hands-on test for call/adjust indirect fire both load substantially, and
the paper and pencil and hands-on tests for engage targets with grenades also
both load substantially.

solution is considerably more oblique than the solution for Medical Special-
ists.

Table 4. Inter-Factor correlations

I II III IV V VI VII
I 100 30 53 36 18 25 24

* II 30 100 13 40 18 19 -3
III 53 13 100 6 13 -1 29

IV 36 40 6 100 21 34 -5
V 18 18 13 21 100 -2 1
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VI 25 19 -1 34 -2 100 0
VII 24 -3 29 -5 1 0 100

The highest correlation is between Factor I, the paper and pencil job knowledge
test factor, and Factor III, the ASVAB technical factor. This result is Simi-
lar to that noted previously. The two primarily supervisory rating factors, II
and IV, are quite highly correlated with the paper and pencil test of job

. knowledge factor. In fact, Factor IV correlates almost as highly with Factor I
(r=.36) as it does with the other rating factor, Factor II (r-.40). The two
hands-on test factors, V and VI, are uncorrelated with each other. Factor Vl
has respectable correlations with both the paper and pencil job knowledge test
factor, Factor I, and the rating factor, Factor IV.

Conclusions

Our tendency as psychologists is to abhor method variance as something to
be avoided. This should not necessarily be the case in the realm of job per-
formance measurement. Performance of a task requires first the ability and

•. motivation to learn the task, and second the skill, ability, and motivation to
.- perform it. Different methods of measuring performance, hands-on tests, writ-

"< ten tests, and ratings, capture slightly different aspects of performance.
* Some of these relationships are apparent from the data presented above.

What remains for us is to understand which kinds of tasks are most appro-
priately measured by which methods. The research reported here, while open to
several interpretations, presents a method and several examples of a way to do

'V this. Clearly, more research needs to be conducted into the content of the
tasks themselves and their relationships to method factors across several more
occupations than are included here.
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Measuring Personal Attributes: Temperament,
sBiodata and Interests

J.

Leaetta M. Hough, Matt K. McGue, John D. Kamp,
Janis S. Houston, and Bruce N. Barge

Personnel Decisions Research Institute
V.

Overview. I'm going to describe the development and evaluation of
temperament, biographical, and interest measures - what we call non-
cognitive measures - included in the Project A predictor battery. Non-
cognitive measures were included in the predictor battery because of their
potential for predicting important on-the-job criteria, criteria such as

•. Effort, Initiative, Following Regulations and Orders, Adjustment,
Leadership, and Self-Control.

The information I will present toiay suggests: 1) that non-cognitive
predictors are likely to predict such criteria; in fact, more likely to
predict such criteria than are other types of predictors; 2) that non-
cognitive medsures contribute unique variance to the predictor battery and
are, therefore, likely to contribute incremental validity; 3) that the non-
cognitive measures we developed have good psychometric characteristics,

* they are internally consistent and show high test-retest reliabi'ity; and
4) that faking on personality inventories is not the problem it is often
assumed to be. Our overall strategy was: to review the literature on
temperament, biodata, and interest to identify constructs that were likely
to be criterion valid; to obtain expert judgments about expected true
validity of those constructs; to develop measures of those constructs; to
remove or revise sensitive or objectionable items; and to evaluate and
revise measures based on their internal consistency, overlap with other
predictors, and their stability across time and different motivational
conditions.

Literature Review Results. Our review and summary of the literature
indicated that the validity of interest measures for important Army
criteria were in the high .20s. The validities of biographical inventories
for such criteria were in the .20s and .30s. These results were not too
different from previous literature reviews. Our conclusions for the
personality literature, however, differ from some of the other reviews, and
I'd like to describe these results more thoroughly.

*/ The criterion-related validities reported in the literature for temperament
constructs are shown in Table 1. As you can see, the adjustment criterion,
which includes such things as unfavorable discharge and drug abuse, is
predicted very well by temperament measures. The predictor constructs
Achievement and Locus of Control also predict Edicational, Training, and
Job Proficiency criteria. These results differ tm those reported by

* Guion and Gottier in their 1965 Personnel Psychology article. Our results
are, however, similar to those reported by Ghiselli in his 1973 Personnel
Psychology article. We believe the results are explained by the approach
we used.

Our approach was to develop a predictor taxonomy and to classify
* temperament scales into the taxon or construct with which they were most

similar. We accomplished this classification by searching the literature
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Tabte 1

Sao* Summary of Criterion-Retated Validities of Temperament Constructs

Type of Criterion

% Temperament Job Job

Construct Educational Training Proficiency Involvement Adjustment

1**_ _ _ b

Potency (Surgency) .06 (4 2)b .13 (36) .07 (65) .04 (13) -1 (31)

Adjustment .14 (43) .19 (28) .11 (65) .17 (16) .33 (52)

Agreeabieness (Likeability) .03 C 9) .08 C 5) .03 (22) -. 02 ( 5) -. 03 ( 5)
Dependabitity .13 (24) .12 (20) .11 (49) .14 (15) E.4 (40)
Intettectance (Cutture) .17 (6) .19 ( 5) .01 (16) -.09 (9) (3)
Affitiation -03 5) ... ... .02 (6) .09 (4) 4)

Achievement 3 8) 3 4) 4 4) .. . -. 3 (5)

ascutinity -.16 (8) 3) (10) 4) -.13 (11)
Locus of ControL F (1) 2 (2) 7) ... ...

Unclassified MiLitary Scales .18 (8) (25) (20)"

aMedians are reported as the summary index.
b The number in parentheses is the number of corretations on which the median is based.

- .. NOTE: Median correLations greater than .20 are indicated by a box.

* for reported correlations between temperament scales and then using these
correlations to categorize the temperament scales into the five factors
identified by Tupes and Christal (1961) in their peer rating research. We
then added four constructs to the taxonomy to increase the homogeneity of
the constructs. We also used a taxonomic system for the criteria. These
consisted of Educational, Training, Job Proficiency, and Adjustment
criteria.

We then summarized the criterion-related validities reported in the
literature according to our predictor and criterion taxonomies. Guion and
Gottier did not summarize the literature according to constructs; Ghiselli,
however, reported results only for studies for which he felt the predictor
was conceptually appropriate for the criterion. Our literature review,
which summarized the reported validities according to a data- ised
classification of scales into constructs, supports Ghiselli's results and
conclusions. We believe the construct approach highlighted the predictor-
criterion relationships by reducing the "noise," if you will, and that the
Guion and Gottier approach masked such relationships.

Expert Judgments of True Validity. Using the construct approach, we
identified the temperament constructs that were likely to yield good
criterion-related val;dities. We then asked experts to estimate the
expected true criterion-related validities of predictor constructs for
important Army criteria. These estimated validities also indicated that

* the non-cognitive predictors were likely to predict Army criteria -
criteria such as Initiative/Effort, Following Regulations and Orders,
Leading and Supporting, Self-Control, and others in the .20s, .30s, and
even .40s. I might add that the cognitive and psychomotor measures were
not expected to predict these criteria nearly as well.

w- Development of Construct Measures. Using the results of the literature
review and expert judgments, we identified "good bets" for predicting
important Army criteria. We developed scales to measure these constructs.
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We wrote temperament and biodata items for the ABLE, which stands for
Assessment of Background and Life Experiences, and we wrote interest and
biodata items for the AVOICE, which stands for Army Vocational Interest
Career Examination. We also developed four "response validity scales"
which we called Social Desirability, Poor Impression, Self-Knowledge, and
Non-Random Responses and included the items in these four response validity
scales in the ABLE.

We next examined the ABLE and AVOICE items for sensitivity, or the extent
to which people might object to the content of the questions. The Army and
their scientific advisors also reviewed the items for sensitive content.
We revised or removed the objectionable items and administered the ABLE and
AVOICE to soldiers at Ft. Lewis, Ft. Campbell, and Ft. Knox. After each
administration we examined the psychometric characteristics of the items
and scales and revised them for each subsequent administration.

The last administration was at Ft. Knox where about 275 soldiers completed
the ABLE and AVOICE. We evaluated the scales for internal consistency,
test-retest reliability, and their unique contribution to the predictor
battery. For the ABLE scales, the median internal consistency was .84,
with a range of .70 to .87. For the AVOICE, the median was .86, with a
range of .68 to .96. About 125 soldiers returned two weeks later to

* complete the ABLE and AVOICE a second time. The median test-retest
coefficient for the ABLE was .79, with a range of .68 to .83. For the
AVOICE, the median test-retest was .76, with a range of .56 to .86.
Uniqueness analyses we conducted show that both the ABLE and AVOICE share
very little variance with the ASVAB or with the cognitive and psychomotor
tests included in the predictor battery. In short, the psychomotor
characteristics of both the ABLE and AVOICE are very good; they are
internally consistent, stable over time, and likely to contribute
incremental validity to the predictor battery.

Faking Study. The next issue we addressed was faking. The concern was
that self-report measures are susceptible to intentional distortion. We,
therefore, conducted a faking study, the purpose of which was 1) to
determine the extent to which soldiers can distort their responses to
temperament and interest inventories when instructed to do so; 2) to
determine the extent to which the ABLE response validity scales detect
intentional distortion; 3) to determine the extent ABLE response validity
scales can be used to adjust or correct scores for intentional distortion;
and 4) to determine the extent to which distortion is a problem in an
applicant setting.

We gathered data from 125 Army applicants - people who wanted to be
accepted into the Army and would have a motive for distorting their
responses; we used the Ft. Knox data as an honest comparison sample; and we
conducted an experiment in which soldiers were instructed to respond
honestly or to distort their responses in a specified way.

The participants in the experimental group were 245 enlisted soldiers at
Ft. Bragg. We created four faking conditions: fake good on the ABLE, fake
bad on the ABLE, fake interest in combat activities on the AVOICE, and fake
interest in non-combat activities on the AVOICE-. We also created two
honest conditions: honest on the ABLE) and honest on the AVOICE.
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The design was a repeated measures with faking and honest conditions
counter-balanced. Thus, approximately half the experimental group, or 124
soldiers, completed the inventories honestly in the morning and faked in
the afternoon, while the other half (121 soldiers) completed the
inventories honestly in the afternoon and faked in the morning. In summary
then, we had a 2 x 2 x 2 fixed-factor, completely crossed experimental
design.

We performed a multivariate analysis of variance on the ABLE and AVOICE
scales separately. All the relevant fake x set interactions for the ABLE
were significant at the .01 level, indicating that soldiers can distort
their responses. The fake x set x order interactions, significant at
the .05 level, indicate that the order in which the conditions occurred has
a significant effect on scores. We performed a multivariate analysis of
variance on the AVOICE scales and found similar results; people can distort
their responses to an interest inventory:

Another research question was the extent to which the response validity
scales detected intentional distortion. The results indicate that the
Social Desirability scale detects faking good; the effect size of the
difference between the means for the honest and fake good conditions is
1.02, or one standard deviation. The Poor Impression scale detects faking

* bad; the effect size of the difference between the means for the honest and
fake bad conditions is 2.67, or just over two and one-half standard
deviations.

We next examined the extent to which we could use the response validity
scales, Social Desirability and Poor Impression, to adjust ABLE content
scales and AVOICE occupational scales for faking. We regressed out Social
Desirability from the fake good condition and Poor Impression from the fake
bad condition. Table 2 shows the median effect sizes between the honest
and faking conditions for the ABLE and AVOICE scales before and after
regressing out Social Desirability and Poor Impression. The median
difference in ABLE scores between the honest and fake good condition before
regressing out Social Desirability is .49 or half a standard deviation.
That is, ABLE scale scores differ by about half a standard deviation in the
fake good condition as compared to the honest condition. After regressing
out Social Desirability from the fake good condition, the ABLE content
scales are only .14, or just over 1/10 of a standard deviation, different
from the honest condition.

The median difference in ABLE scores between honest and fake had before
regressing out Poor Impression for is 2.10. That is, ABLE content scale
scores in the fake bad condition differ by approximately two standard
deviations from ABLE content scales in the honest condition. However,
after regressing out Poor Impression from the scales, the difference is
less than half a standard deviation. Clearly, the response validity scales
Social Desirability and Poor Impression can be used to adjust scale scores
for the ABLE for intentional distortion. We do not know, however, whether
the adjustment formula will cross-validate and be as effective in another
data set. Nor do we know whether adjusting the scale scores improves the
criterion-related validity of the scales. It may be that the unadjusted
scale scores are more criterion-valid than adjusted scores.

We performed the same computations for the AVOICE occupational scales and
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- Table 2

Effects of Regressing Out Response Validity Scales

(Social Desirability and Poor Impression)
in Faking Conditions for ABLE and AVOICE

. Honest vs Fake Good/Combat Honest vs Fake Bad/Non-Combat

Effect Size Effect Size

Before After Before After

Adjustment Adjustment Adjustment Adjustment

ABLE .49 .14 2.10 .45
Content Scales

AVOICE .43 .33 .97 .86

Combat Scales

AVOICE .55 .39 .49 .34

Combat-Support Scales

*Median values are reported.

found that the results are not nearly as impressive. The bottom two rows
show the median effect size of the differences between the honest and
faking conditions before and after regressing out the appropriate response
validity scale for the AVOICE.

These data demonstrate that: 1) people can distort their responses to
Lemperament and interest scales, 2) response validity tcales deteft such
distortion, and 3) the response validity scales can be used to adjust
temperament scale scores for distortion. However, the question remains:
To what extent do applicants distort their responses? To answer this
question we compared scale scores from the Ft. Bragg experimental honest
condition and the Ft. Knox honest condition with the scale scores of
approximately 120 Army applicants. These comparisons suggest that
applicants do not appear to distort their responses. As shown in Table 3,
the applicant means on the temperament scales (ABLE contenL scales) are
lower than one or both of the honest means nine out of eleven times. The
results for the AVOICE are similar. In short, applicants do not tent to
distort their responses.

• Summary. To briefly summarize our approach and results: we identified
constructs and developed measures of constructs that had demonstrated
criterion-related validity in the past and were judged by expects as likely
to be criterion-valid for important Army criteria. The measures we

" ". developed contributed unique variance to the predictor battery, were
internally consistent or homogeneous, and yielded reliable and stable scale

* scores across time and motivational conditions.

Our next step is to criterion-validate these measures with Army criteria.
Data gathering for that is currently underway.
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Table 3

Comparison of Ft. Bragg Honest*, Ft. Knox, and MEPS (Applicants) ABLE Scales

Ft. Bragg MEPS

(Honest)* (Applicants) Ft. Knox Total
ABLE Scale N Mean N Mean N Mean S.D.

Response Validity Scales
Social Desirability 116 15.91 121 16.63 276 16.60 3.21

(Untikely Virtues)
Setf-Knowledge 116 29.54 121 28.03 276 29.64 3.63
Non-Random Response 116 7.58 121 7.79 276 7.75 .64

Poor impression 116 1.50 121 1.01 276 1.54 1.84

Content Scales
Emotional Stability 112 66.22 118 66.03 272 65.05 7.86
Self-Esteem 112 34.77 118 34.04 272 35.12 5.00

Cooperativeness 112 53.33 118 54.60 272 54.19 6.05
W Conscientiousness 112 46.37 118 46.49 272 48.97 5.86

Non-DeLinquency 112 53.24 118 54.36 272 55.49 6.91
Traditional Values 112 36.67 118 36.97 272 37.28 4.50
Work Orientation 112 59.71 118 58.37 272 61.40 7.73
Internal Control 112 49.48 118 51.90 272 50.37 6.13
Energy Level 112 57.56 118 56.67 272 57.19 6.95
Dominance 112 35.54 118 32.84 272 35.41 6.05

(Leadership)
Physical Condition 112 32.96 118 28.27 272 31.08 7.49

." -*Scores are based on persons who responded to the honest condition first.U'.
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Computerized Assessment of Perceptual and Psychomotor Abilities

Jeffrey J. McHenry and Jody L. Toquam

Personnel Decisions Research Institute

One of the main goals of the Army Research Institute's (ARI's) Project A
is to develop new predictor measures to supplement the Armed Services Voca-
tional Aptitude Battery (ASVAB). In this paper, we describe 10 new computer-
ized perceptual and psychomotor predictor tests that were pilot tested last
fall and are currently being validated in a large-scale concurrent validation
study.

The Computer Battery
Toquam, Dunnette, Corpe, and Houston, (1985) have described the proce-

dures used to identify target constructs for cognitive-perceptual predictor
test development, and to determine which of these constructs would be measured
via paper-and-pencil tests and which would be measured via computer. Fol-
lowing a similar procedure, members of the Project A research team working in
the psychomotor ability domain identified two psychomotor ability constructs
for predictor test development. Since measurement of both of these constructs
required that subjects be presented with a moving stimulus object, it was
decided that all psychomotor tests would be presented on the computer.

In total, computer tests were developed for seven constructs (i.e., five
cognitive-perceptual ability constructs and two psychomotor ability con-
structs). To measure these seven constructs, 10 new computer tests were
developed. The constructs and tests are listed in Table 1. As Table 1 shows,

-two tests each were developed to assess reaction time, perceptual speed and
accuracy, and precision/steadiness, while one test each was developed to
assess the remaining four constructs. (Complete descriptions of each test are
available from the authors upon request.)

TABLE 1

Target Constructs and Computer Tests

Tarcet Construct Definition Testts)

Reaction Time The ability to detect a simple stimulus quickly Simple ReactionTime
Choice Reaction

Time

Perceptual Speed Thq ability to compare two stimuli and to determine quickly Perceptual Speed
and Accuracy and accurately whether they are the same or different and Accuracy

Target
Identification

Memory The ability to encode and store information, and then Short Term
% r. retrieve that information quickly and accurately Memory

* Number Facility The ability to perform simple numerical operations (e.g., Number Memory
addition, subtraction, multiplication, division) quickly and
accurately

Movement The ability to judge the movement speed and direction of an Cannon Shoot
Judgment object and to determine when (or whether) that object will

reach a given point in space

'ultilimb The ability to coordinate the use of two or more limbs Target
* Coordination (e.g., two hands, two feet, a hand and a foot, etc.) to Tracking 2

perform a task

Steadiness/ The ability to make fine coordinated movements in response Target
Precision to a moving stimulus object Tracking 1

Target Shoot
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Pilot Testing
During test development, several pilot tests of portions of the computer

'battery were conducted at Ft. Carson, Ft. Lewis, and the Minneapolis Military
Enlistment Processing Station. A more extensive pilot test of the entire
battery was then conducted last fall at Ft. Knox.

The purpose of the pilot testing was to ensure that the tests satisfied
three criteria for administration in the Project A concurrent validation
study. First, we wanted to ensure that the 10 tests were reliable. Second,

*, we wanted to make certain that the tests did not overlap greatly with the
ASVAB. Finally, we wanted to ensure that the computer tests themselves are
not highly intercorrelated, since our goal is to measure seven distinct abili-
ty constructs with these 10 tests.

Method

Subjects
Subjects included 256 first-term Army enlisted personnel stationed at Ft.

Knox. Subjects were drawn from a wide range of MOS. All subjects had been in
the service between one and two years at the time of testing.

Procedure
When subjects arrived in the computer testing room, they were asked to

take a seat at a testing station. They were told that the computer tests were
self-administering so they could work at their own pace. They were instructed
to read the instructions carefully, ask questions if they encountered any
problems, and try their hardest.

Two weeks later, 121 of the subjects returned for retesting. They were
given the same instructions that they had received two weeks earlier and asked
to complete the entire computer battery a second time.

Results

Scoring
Responses on computer tests may be used to compute numerous scores. For

example, responses to Perceptual Speed and Accuracy items, may be summarized
using average decision time, average movement time and average total response
time across all items or across only those items in which the subject responds
correctly. The average response for each of these may consist of the mean,
the median or a trimmed mean computed by deleting the fastest and slowest
response times. Other dependent measures derived from this test include the
slope and intercept which are computed by regressing the subject's response
time against some specified item parameter such as item length. Finally,
percent correct can be used as a dependent measure for each subject.

In total, for the 10 tests, 168 different test scores were computed.
Preliminary analyses of the reliability of each score and the intercorrela-
tions among the various scores within each test were used to reduce this list
to 19 test scores (see Table 2). These 19 scores received more extensive
analyses.

Reliability
Table 2 contains the split-half and test-retest reliability for each test

score. The majority of split-half reliabilities exceeded .80, and only two
are less than .70. As expected, the test-retest reliabilities are lower than

*• the split-half reliabilities. Five test scores have test-retest reliabilities
less than .55. In general, those test scores with low test-retest
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TABLE 2

Characteristics of the 19 Computer Test Scores

Overlap
Reliability with ASVAB

* Test Score rsh rtt SMC Uniqueness

COGNITIVE-PERCEPTUAL TESTS
Simple Reaction Time - Mean Rt .90 .37 .07 .83
Choice Reaction Time - Mean Rt .89 .56 .09 .80
Perc Speed & Acc - Pct Correct .83 .59 .14 .69
Perc Speed & Acc - Mean RT .96 .65 .06 .90
Perc Speed & Acc - Slope .88 .67 .09 .79
Perc Speed & Acc - Intercept .74 .55 .11 .63
Target Ident - P--t Correct .84 .19 .05 .79
Target Ident - Mean RT .96 .67 .16 .80
Short Term Memory - Pct Correct .72 .34 .10 .62
Short Term Memory - Mean RT .94 .78 .06 .88
Short Term Memory - Slope .52 .47 .01 .51
Short Term Memory - Intercept .84 .74 .11 .73
Number Memory - Pct Correct .63 .53 .40 .23
Number Memory - Mean Oper RT .95 .88 .33 .62
Cannon Shoot - Time Score .88 .66 .02 .86

PSYCHOMOTOR TESTS
Target Tracking 1 - Mean Log Dist .97 .68 .23 .74
Target Tracking 1 - Mean Log Dist .97 .77 .17 .80

* Target Shoot - Mean Time to Fire .91 .48 .06 .85
% Target Shoot - Mean Log Dist .86 .58 .11 .75

reliability are percent correct scores or scores with low split-half
reliability.

,. .. Overlap with the ASVAB
The squared multiple correlation (SMC) between each test score and the 10

ASVAB subtests is also displayed in Table 2. These SMCs have been adjusted
for shrinkage. Only for one test, Number Memory, does the SMC exceed .25.
The median SMC across all 19 test scores is .10.

Table 2 also shows the uniqueness for each test score. This value repre-
sents an index of the unique (i.e, uncorrelated with the ASVAB) reliable
variance of each test score. It is computed by subtracting the SMC with the
ASVAB from the split-half reliability. All but two of the uniquenesses in
Table 2 exceed .60. This information indicates that these 10 tests have much
unique, reliable variance that may contribute to the prediction of job perfor-
mance.

Overlap among the Computer Tests
Table 3 contains the intercorrelations among the 19 computer test scores.

Well over half the intercorrelations between scores on different tests are
less than .25, indicating that the various tests are measuring several dif-
ferent abilities.

To determine how we had fared in measuring our target constructs, a
principal axis factor analysis was executed. Variables included 17 of the
computer test scores (two variables, Perceptual Speed & Accuracy Mean RT and
Short Term Memory Mean RT were withheld from the analysis since they corre-
lated .82 and .83 with Perceptual Speed & Accuracy Slope and Short Term
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4) TABLE 3

IntercorreLations among the ASVAB and Pilot Trial Battery (PTB) Tests
Ft. Knox Sample (Nx168)

U . 4.
C 0.

a. 3C Z 3C IC 0

PTO.- SRT-RT

Computerized CRT-RT 53
Cognitive- PS&A-PC 17 17
Perceptual PS&A-RT 19 31 50

Tests PS&A-Stp -03 09 52 82
PS&A-Int 32 31 -27 -08 -61

Terg ID-PC 11 07 40 33 32 -13
TCrg ID-T 23 d2 20 47 32 13 16
STN-PC -06 0 50 17 26 -23 25 03
STN-RT 23 0 26 49 25 23 27 7 08
STN-Sp -06 03 28 29 26 -11 18 13 32 39
rISTN- Int 28 42 10 35 11 31 18 6 2 -11 83 -19

Can Shoot 13 10 00 08 -01 11 -09 25 -02 25 14 18
- No mem-PC -16 -09 29 02 15 -20 14 -12 23 -00 02 -01 -18

No Hem-RT 21 24 11 34 21 03 10 27 07 18 15 11 08 -45

* PTO - Trk 1-Dist 14 25 -12 08 00 11 -04 42 -29 25 -15 35 27 -14 -00
Computerized Trk 2-0ist 11 19 -01 11 04 09 02 39 -19 25 -01 27 30 -14 02 81
Psychomotor TSht-Time 08 16 16 22 09 12 12 32 09 22 15 15 12 -10 15 23 19
Tests TSht-Dist 08 16 -07 03 -00 09 -11 32 -12 27 -16 38 25 -08 02 60 55 -15

Memory Intercept, respectively), scores from the 10 paper-and-pencil tests
% described by Toquam et al. (1985), and scores from the 10 ASVAB sub-tests.
% The sample included only those 168 subjects for whom complete data from all

three sets of tests were available. Factor solutions were rotated using the
VARIMAX method.

The 7-factor solution was judged the most interpretable. Significant

loadings (i.e, greater than .35) for each test score on each factor are shown
in Table 4. Based on the factor loadings, we named Factors I-VII general
ability, spatial ability, psychomotor ability, general accuracy, basic
processing speed, number facility, and a response style factor, respectively.
For four of the seven factors (psychomotor ability, general accuracy, basic

Aprocessing speed, and the response style factor), no paper-and-pencil tests
* load significantly on these factors. All but one of the tests with signifi-

cant loadings on the spatial ability factor were paper-and-pencil tests.
Both the ASVAB and the computer battery included tests with significant
loadings on the other two factors, general ability and number operations;
however, the only computer test scores with significant loadings on these
factors was Number Memory. Thus, once again, Number Memory appears to be the
only computer test that overlaps significantly with the ASVAB.

Some of the factors that include computer tests are moderately similar to
the target constructs that we set out to measure with the computer battery.
Basic processing speed, for example, contains measures from three target
constructs: reaction time, perceptual speed and accuracy, and memory.
The number facility factor includes Number Memory test scores, as we had

*hoped, and also includes the Coding Speed and Number Operations sub-
tests from the ASVAB. Finally, the psychomotor ability factor includes
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measures of both our target psychomotor ability constructs, multilimb
coordination and steadiness/precision.

As Table 4 shows, the time score from Cannon Shoot failed to load signif-
icantly on any of the five factors. This indicates that the movement judgment
ability tapped by this test differs from the abilities assessed by the other
computer tests. This provides indirect evidence that the movement judgment
test is measu-ing a unique perceptual ability, as we had hoped it would.

TALE 4

Results from a Principal Components Factor Analysis of Scores on the ASVAS,
Cognitive Paper-orcl-Penci L Measures, and Cognitive/Perceptuat

wd Psythmotor Coqputer Testea

(N - 168)

Varile F~ actor 2 Factor co factor 4 FactorS5 Factor6 Factor 7

ASVAS GS 75 59

ASVAS AR 75 73
,-ASVAIB WK{ 77 62

.ASVA' PC 62 47

ASVAB NO 84 77
ASVA5 CS 62

* ASYA8 AS 62 58

ASVAB 144 77 TO
ASVAS 14C 63 38 -30 68
ASVAB El 72 65

Asem Obi 35 96
*bj bRotation 61 49

Shapes 66 51
Mazes 70 67
Path 67 -30 65
Reason I 37 58 54
Reason 2 37 47 44
Orient 1 37 64 58

] WqqOrient 2 40 1.6 .30 52

I~l- "O it tl 3 60 52 67

SiT- RT 63 4
. CRT-RT 61 50

PS&A -PC 67 31 70
P566 Slope as 81

PSA Inter -65 50 74
Target 10-PC 40 25
Target I0-11 -41 37 30 51

STI-PC 39 34 41

• T:-Stope ,I 25

SI-Int 38 51 47
C ron Shoot 32 19

. N-PC 53 37 52
,M-RT -37 -46 54
Tracking 1 86 I2
Tracking 2 77 66
Target Shoot-TF 42 23

* Target Shoot-01t 68

Variance xplained 5.69 4.70 2.83 2.37 1.92 1.87 1.17

agVot that the folowing variables were not Included In thi factor analysis:
APOT, PS&A Reaction Time " Short Term Memory Reaction Tim.

(Please also note that dciLmls have been mitted.)
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uDiscussion

*All of the tests except Simple Reaction Time yielded at least one test
score with split-half reliability in excess of .80 and test-retest reliability
in excess of .55. Thus, we met our first goal, which was to ensure that all
the computer tests attained adequate levels of reliability.

Our second goal was to ensure that the new computer tests were not
redundant with the ASVAB. SMCs between the 19 test scores and the ASVAB
tended to be quite low. Uniquenesses indicated that the computer tests had
the potential to contribute a great deal of unique, reliable variance to the
prediction of job performance. Thus, we also met our second goal.

Analyses designed to evaluate the intercorrelations among the new tests
showed that the various tests generally shared little common variance. Re-
sults from a factor analysis indicate that there were at least five (and
probably six) different ability factors underlying performance on the 10
tests; these factors are moderately similar to the target constructs we set
out to measure. It is important to note here that results from the factor
analysis must be considered tentative at best because the sample size includes
only 168 subjects. Data obtained from the ongoing concurrent validity study
with over 10,000 subjects will provide us with more stable information about
our constructs and the relationships among those constructs.

Generally, we felt that the results of the pilot testing indicated that
only minor modifications were required in the tests prior to concurrent vali-
dation testing. Our observations of subjects during pilot testing suggested a
number of changes in the instructions for virtually all of the tests. The
split-half reliability data indicated that several of the tests could be

- -. shortened without any significant impact on test reliability. Finally, there
was some evidence (not discussed in this paper, but noted in McHenry & McGue,
1985) that the two Target Tracking Tests should be made more difficult and
that the Target Shoot Test should be made easier. Aside from these, few
modifications were made in the computer battery prior to concurrent validation
testing. (See Toquam, Dunnette, Corpe, McHenry, Keyes, McGue, Houston,
Russell & Hanson, 1985, for more detailed information regarding changes in the
computerized perceptual tests.)

Presently, concurrent validation testing is winding down. By the middle
of next month, we will have collected predictor and criterion data on almost
10,000 first-term Army enlisted personnel in 19 MOS. It is our hope that at
this time next year, we will be able to present some initial validity data for
our 10 new computerized perceptual and psychomotor tests.
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EXAMINATION OF ENVIRONMENTAL
DETERMINANTS OF ARMY PERFORMANCE CRITERIA

Darlene M. Olson

U.S. Army Research Institute1

Walter C. Borman
Personnel Decisions Research Institute

Job performance has been conceptualized as a product of individual
-attributes, abilities, and skills which are measurable at the time an

individual first enters the organization, of environmental/organizational

variables which impact on the individual after job-entry and of the per-
son's motivation to perform. Previous empirical research has investigated
work performance in terms of taxonomies of human abilities, values, and

personality characteristics (Dunnette, 1976). However, until recently
little research has focused on developing taxonomies of environmental/or-

ganizational variables or examining relationships between these factors
and work-related outcomes.

The major purpose of this research was to examine relationships among
* individual, organizational/environmental factors, job characteristic

variables, and measures of both maximal (e.g., hands-on and job knowledge

tests) and typical (e.g., supervisory and peer ratings of performance)
performance criteria for first-term soldiers in the Army. This paper
discusses results from administering a 110-item Army Work Environment

Questionnaire (AWEQ) to 800 first-term enlisted personnel from five mili-
tary occupational specialties (MOS).

A major impetus for research on environmental variables was the work
" - of Schneider (1978), who proposed that such situational influences as

job/task characteristics, organizational practices (e.g., reward system)
and climate variables could either directly influence performance or mod-
erate the relationship between cognitive abilities and performance. Dur-
ing the early 198 0's several research projects were initiated to develop

", . empirically validated taxonomies of environmental variables (e.g., Peters
& O'Connor, 1980; Olson, Borman, Roberson, & Rose, 1984). In a series of

NW laboratory studies conducted by Peters and O'Connor, and their colleagues
(for a review see Eulberg, O'Connor, Peters & Watson, 1984), results have
demonstrated that situational constraints are significantly related to

* ineffective task performance, job dissatisfaction, and increased frustra-
tion.Although correlational field studies have supported the relationships

between environmental/situational variables and affective reactions to the
job (e.g., satisfaction), associations between these factors and ratings
of performance effectiveness have been inconsistent.

• In general, the mixed results found for relationships between envi-
ronmental factors and performance suggest that the magnitude of the corre-
lation coefficients are dependent on the level of inhibitors/facilitators

"* 1The views expressed in this paper are those of the authors and do not
necessarily reflect the view of the U.S. Army Research Institute or the
Department of the Army.
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actually present in the work environment. Further, the ways situational
variables are conceptualized, the kinds of jobs investigated, and the
types of performance criteria examined may impact on the observed rela-
tionships.

METHOD

Subjects. The research sample contained 800 first-term enlisted personnel
from five Army jobs. There were 172 infantrymen (11B MOS), 169 armor
crewmen (19E MOS), 144 radio teletype operators (31C MOS), 155 light wheel
vehicle mechanics (63B MOS), and 160 medical care specialists (91A MOS).
These MOS were sampled at four continental United States and two European
Army installations.

Measures. An assessment battery containing an environmental questionnaire
and a comprehensive set of typical (e.g., supervisory ratings) and maximal
(e.g., job knowledge test) performance measures was used in this research.

Army Work Environment Questionnaire (AWEQ). The Army Work Environ-
ment Questionnaire is a 110-item multiple choice instrument that measures
14 dimensions of the Army work environment. The AWEQ was constructed in a
two-stage process (Olson, et al. 1984). Briefly, in Stage I, a taxonomy

* of first-tour environmental influences on soldier performance was derived
through application of a critical incident methodology. A total of 282
critical incidents, generated by Army experts (N - 67) and independently
content-analyzed by six psychologists, identified environmental/organiza-
tional influences beyond the control of the soldier that had a significant
impact on performance, either inhibiting or facilitating that performance.
The Army work environment taxonomy contains the following nine "job-ori-
ented" factors: (1) Resources/tools/equipment, (2) Workload/Time Availa-
bility, (3) Training, (4) Physical Working Conditions, (5) Job-Relevant
Information, (6) Job Relevant Authority, (7) Perceived Job Importance, (8)
Work Assignment, and (9) Changes in Job Procedures/ Equipment, as well as,
the remaining, five "climate-oriented" dimensions: (10) Reward System,
(11) Discipline, (12) Individual Support, (13) Job Support/Guidance and
(14) Role Models. In Stage II, items were written to cover the content of
the 14 environmental dimensions.

Items on the AWEQ are descriptive in nature and respondents are asked
to indicate on a 5-point rating scale (e.g., 1 = Very Seldom or Never to
5 Very Often or Always) how often each environmental situation described

* in the items occurs on their present job.
Job Performance Measures. The set of typical and maximal performance

criteria used in this study was developed as a component of a broader
research program conducted under Project A: Improving the Selection,
Classification, and Utilization of Army Enlisted Personnel. This compre-
hensive nine year research effort was initiated to help the Army access,

* assign, and retain quality personnel.
The typical performance criteria included supervisory and peer job

performance ratings. Separate behaviorally-anchored rating scales (BARS),
derived from a critical incident job analysis procedure, were used to
measure both the MOS (job)-specific and Army-wide components of soldier
performance and effectiveness on a 7-point behavior rating format. For

* each research participant in the five MOS, an Army-wide and MOS-specific
rating was computed by averaging the performance ratings across all indi-
vidual dimensions for supervisors and peers separately.

,P.
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The maximal performance criteria included hands-on (work sample)
tests and job knowledge measures. The hands-on tests for each MOS con-
sisted of 15 tasks identified for the MOS. The individual performance
components of each task were scored by trained raters on a pass-fail basis
and an overall hands-on score was computed for each soldier by averaging
the proportions passed across the tasks tested. Multiple-choice tests
were developed to assess job knowledge relevant to each important task for
an MOS. An overall job knowledge test score for each research participant
was derived as a percentage of the number of items answered correctly.

Procedures. After the supervisor and peer raters were trained to use the
Army-wide and MOS-specific BARS, they evaluated the job performance of
soldiers in the research sample. Concurrently with these assessments,
first-tour soldiers participating in the research were administered: (a)
the Army Work Environment Questionnaire and (b) the appropriate job knowl-
edge and hands-on test. For all respondents, scores on the environmental
measure were merged with scores from the maximal and typical performance
criteria for analyses.

RESULTS AND DISCUSSION

* For the total sample, Table 1 presents the means, standard devia-
tions, and reliability coefficients for the research measures. When mean
ratings on the AWEQ scale dimensions are collapsed across MOS and instal-
lation, results suggest that a complex set of both facilitating and inhib-
iting influences describe the Army work environment. For instance, the
mean ratings for such AWEQ scales as Training (M = -3.02), Work Assignment
(M = -1.90), Reward System (M -1.75), and Job Support (M- -1.42) were
described somewhat negatively. In contrast, such environmental variables

% as Perceived Job Importance (M = 1.76), Discipline Practices (M = 1.10),
- Individual Support (M = .79),-and adequacy of Role Models (M =-.74) were

generally described more positively. Uncorrected reliability estimates
displayed in Table 1 show that the job knowledge tests tend to be the most
reliable of the maximal performance criteria and the Army-wide BARS (su-
pervisors) have the largest coefficients of the typical performance meas-
ures. Generally, the AWEQ scale scores, with coefficients ranging from
.57 to .78, have adequate reliabilities for a research instrument.

Table 2 presents the intercorrelation matrix for the AWEQ scales.
Intercorrelations among the 14 AWEQ scales show that the climate-oriented

* dimensions are more highly related than the job-oriented factors.Subse-
quent test development work on the AWEQ, which has included an item-analy-
sis and a principle component factor analysis with a varimax rotation, has
been conducted to identify a subset of the original 110 items that best
define the factor structure of the AWEQ. Although findings from these
analyses corroborate the redundancy displayed in Table 2 for some of the

• AWEQ scales and tentatively suggest that a five factor solution with 53
items may permit a more parsimonious explanation of the underlying Army
work environment constructs, results based on the revised-AWEQ have not
been sufficiently cross-validated. Hence, results presented in Table 3
focus on the relationships between the 14 scale scores from the conceptual
taxonomy, and a comprehensive set of both ratings of job performance and
more objective performance indices.
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Table

Mn, ,Standard Deviations. and Relisbility Coefficients for

Selected Measures Across NOS.

Miesares I ,

Arm-Vide BARS (Pors) 727 4.52 .71 .78-.6
Arvr-Vldo SARS (Supervisors) 722 4.50 .64 .81-.86
NOS-Specific BARS (Peers) 727 4.60 .66 .76-.86
Nosc "C4fie BARS (Supervisors) 718 4.62 .77 .78-.87
Band-o Test 685 71.72 16.11 .35-.56
Job Knowledge Test 745 62.47 10.63 .84-.91

AV2Q Scales (I of it.m):
2

Resources (n7) 734 -.9 4.96 .75
Workload (a-8) 752 -.67 4.34 .58
?rsini g (a-11) 736 -3.02 5.91 .64
Physical Vorking Conditions (n6) 74f .67 3.83 .57
Job Authority (a"6) 760 -.25 3.65 .57

* Job Information (n-) 726 .45 4.60 .67
Job Importance (n-7) 725 1.76 4.65 .67
W Work Assignment (n-9) 731 -1.90 6.80 .70

SChanges in Job Procedures (n-) 745 -. 89 4.21 .58
toward System (a-7) 736 -1.75 5.14 .78
Discipline (a-6) 75f 1.10 4.07 .65
Individual/Support (n9) 727 .79 5.46 .73
Job Support (z-6) 734 -1.42 5.12 .72

, Role Modela (n-t0) 731 .74 5.98 .71

Not.e. 1). For performance rtias, the age of interrater reliabtillties
across NO are reported.

Por lands-on and Job Knovledge tests, the range of split-half
% reliabi~ties across 03 are reported.

For the Invironaental scales, Cronbach'o alpha coefficients are
used a measures of internal consstency.

2). Mean scale scores were computed such that *0" is a neutrsl
environment. Positive mean values indicate positive descriptions

e of the environment for that scale. Negative scale mans indicate
the opposite.

Table 2

Scale Istrcorrelstions for the AVNQ.

AWX Scales 1 2 3 4 5 6 7 I 9 10 11 12 1) 14

1. Resources -
2. Workload .52 -

3. fraisima .29 .26 -
4. Working

Ceditions .55 .48 .23 -
5. Job Authority .47 .52 .39 .51
6. Job Iaformatim .52 .50 .42 .9D .;0
7 7. Jot Importance .21 .20 .30 .22 .32
G. Work Assignment .26 .24 . ta .18 .35 .36 .43 -
9. Job Procedures .49 .51 .44 .43 .50 .51 .24 .40 -

10. Reward System .38 .40 .40 .37 .58 .56 .29 .33 .45 -
11. Disciplime .51 .31 .18 .37 .47 .48 .30 .14 .36 .45 -
12. Iadividual

l Support .31 .32 .35 .% .56 .60 .34 .27 .41 .62 .54 -
13. Job Support .39 .40 .44 .38 .64 .62 .34 .37 .48 .73 .48 .72 -
14. los Nodels .41 .46 .44 .42 .61 .60 .34 .55 .50 .56 ,48 .58 .65

ote. All AWI scale iatororrelations are signifioant at j t .05.

*Correlations significant at I < .05.K 1)I Scales 1-9 are sore jeb-orietod and soalee 10-14 are sore climate-oriosted.
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Table 3 presents the correlation coefficients between the 14 AWEQ
scale scores and the set of performance criteria for the total sample.
Several interesting findings emerged. First, the largest correlations
were found between environmental variables and typical performance meas-
ures, specifically the Army-wide BARS. In terms of the number of signifi-
cant effects, 46.4% of the correlation coefficients between environmental
variables and typical measures, as compared with 28.6% of the correlations
for maximal criteria, were statistically significant. This difference

N.' cannot be attributed to sampling error, since differences in sample sizes
for the correlational values ohown in Table 3 were relatively minor.

* Second, generally the environmental dimensions of (a) Perceived Job
Importance, (b) Discipline practices, (c) Individual Support, and (d) the

A Reward System tended to be significantly correlated with performance cri-
teria for the total sample. In contrast, the AWEQ scale scores on (a)
Resources/Tools/Equipment, (b) Workload/Time Availability, (c) Physical
Working Conditions, and (d) Changes in Job Procedures/Equipment were not
significantly associated with scores on the performance measures. Al-
though the magnitude of these environment-performance relationships are
lower than those previously reported with Army field test data from Pro-
ject A (see Olson et al., 1984), fairly consistent trends have been ob-
served in the pattern of significant relationships between

* climated-oriented AWEQ scales and performance ratings.

Table 3

Correlations Between AWEQ Scale Scores and Pirformance Criteria.

Scale Scores on Army Work Environment Quesationnaire

Performance
Criteria

1 2 3 4 5 6 7 a 9 10 11 12 13 14

Typical Performance Measures

Army-wide BARS .05 .02 .07 .08 .13 .09 .23 .07 .04 .11o .14a .18- .14 .11

(Peoe)

Army-wide BARS .01 -.03 .08 .06 .15°  .11* .17* .12 .01 .11 .13 .14°  .13* .09*
(supervisors)

XOS-epecific BARS .01 -.0-4 .06 .05 .07 .04 .16°  .04 0 .05 .10 .09 .07 .05
(Peers)

.OS-apecific BAS -.01 -. 08 .08' .03 .06 .06 .13 .11 -.01 .03 .06 .05 .03 .03

(S pervisors)
Maximal Perforiance Measure.

Ra nds-on Test -.02 0 -.06 -.01 -.04 .02 .09 ° -.02 -.02 -.08 .08 .04 -. 07 .04

a a
Job Knowledge Test -.05 -.05 -.05 .03 0 .03 .13 -.07 -.08 -.09 .1 .11 -.03 .01

Not.. AVEQ SCALES: I- Resources, 2Workload, 3-Trainina. 4Physical Working Conditions,

5-Job Relevant Authority. 6-Job Relevant Information, 7-Perceived Job Importance.
8-Work Assignment. 9-Changes in Job Procedures, 10-Reward System, 11-Discipline.

* 12-Individual Support, 13-Job-Related Support, 14-Role Models.

Correlations which are significant at 2 < .05.
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Third, when relationships between typical performance measures and
environmental factors were examined, 60% of the correlations between
climated-related dimensions and 38.9% of the correlations with job-ori-
ented factors were significantly related to performance ratings. Further,
a similar pattern of significant relationships was found between the envi-
ronmental variables and maximal performance criteria, specifically 50% of
the observed correlation coefficients for climate dimensions and 16.7% of
the correlations for job dimensions were significantly associated with
scores on maximal performance measures. It was predicted that job-
oriented environmental factors should have more significant relationships
with the objective, maximal performance measures, than the supervisory and
peer ratings of overall soldier effectiveness. However, these findings
did not support this contention, because a larger percentage of climate-
oriented factors than job-oriented factors were significantly correlated
with both types of performance indices.

Finally, consistent relationships were observed between environmental
variables and the typical performance measures, specifically the Army-wide
BARS, regardless of whether performance was evaluated by supervisors or
peers. This finding indicates the existence of some convergence across
types of performance criteria with respect to the influence of environ-
mental factors.

CONCLUSIONS

This research examined correlations between 14 scale scores on an
Army Work Environment Questionnaire and measures of both typical and maxi-
mal performance. Prior to this applied research in an Army setting, in-
consistent findings were reported in the empirical literature with respect
to relationships between organizational/environmental variables and per-
formance.

Results from this applied Army research indicated that significant

relationships exist between job-oriented and climate-related environmental
variables and both job performance ratings (typical measures) and more
maximal, objective criteria-job knowledge and hands-on tests. Further,
these findings suggest that: (I) environmental factors have their strong-

. .'est correlations with more typical performance measures such as Army-wideA BARS and (2) climate-oriented environmental variables have a larger number

of significant effects on maximal performance criteria than job-related
,. environmental dimensions. Perhaps, the weak but significant correlations

* observed between environmental dimensions and performance may be related
to: (I) a lack of sufficiently constraining or facilitating conditions on
the part of the environmental variables themselves or (2) contextual fac-
tors such as raters adjusting their performance evaluations to compensate
for the negative/positive effects of specific work environments.
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Mapping Predictors to Criterion Space: Overview

Norman G. Peterson
Personnel Decisions Research Institute

Introduction

Our applied problem is to expand the presently measured predictor
space for the ultimate purpose of accurately selecting persons for the
U.S. Army and appropriately classifying those persons into jobs or Milita-
ry Occupational Specialities (MOS). In this paper, I describe the strate-
gy we have adopted, the thinking behind the strategy, and some of the
progress that has been made following our strategy. A fuller description
can be found in Peterson, 1985.

As you all know, the U.S. Army presently has a lot of jobs and hires,
almost exclusively, inexperienced and untrained persons to fill those
jobs. One implication of these obvious facts is that a highly varied set
of individual differences' variables must be put into use to stand a
reasonable chance of improving the present level of accuracy of predicting
training performance, job performance, and attrition/retention in a sub-
stantial proportion, if not all, of those jobs. Much less obvious is the
particular content of that set of individual differences variables, and
the way the set should be developed and organized; or put another way, how
the predictors should be mapped onto the criterion space.

Theoretical Approach

We have approached this problem by adopting a construct-oriented
strategy of predictor development, but with a healthy leavening from the
content-oriented strategy. Essentially, we endeavored to build up a model
of predictor space by (a) identifying the major, relatively independent
domains or types of individual differences' constructs that existed; (b)
selecting measures of constructs within each domain that met a number of
psychometric and pragmatic criteria, and (c) further selecting those
constructs that appeared to be the "best bets" for incrementing (over
present predictors) the prediction of the set of criteria of concern
(i.e., training/job performance and attrition/retention in Army jobs).
Ideally, the model would, we hoped, lead to the selection of a finite set
of relatively independent predictor constructs that were also relatively

* independent of present predictors and maximally related to the criteria of
interest. If these conditions were met, then the resulting set of mea-
sures would predict all or most of the criteria, yet possess enough hete-
rogeneity to yield powerful, efficient classification of persons into
different jobs. The development of such a model also had the virtue that
it could be at least partially "tested" at many points during the research

* effort, and not just at the end, when all the predictor and criterion data
are in. For example, we could examine the covariance of newly developed
measures with one another and with the present predictors, notably the
ASVAB. If the new measures were not relatively independent of ASVAB and
measures from other domains as predicted by the model, then we could take
steps to correct that. Also, by constructing such a visible model, we

* thought that modifications and improvements could be much more straightfo-
rwardly implemented.
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Figure 1 presents an illustrative, construct-oriented model and is
presented in order to represent the model in abstract. Note that both the
criterion and predictor space are depicted. A great deal of the work of
Project A is devoted to describing and defining the job performance crite-
rion and we, on the predictor side, have made much use of the information
coming from those efforts.
t If this illustrative model were to be developed and tested with data,
then the network of relationships on the predictor side, the criterion
side, and between the two could be confirmed, disconfirmed, and/or modi-
fied. It goes without saying, but I will say it anyway, that the develop-
ment of such models must be done very carefully and conservatively, and
subjected frequently to reality testing. We have kept this firmly in
mind, Note, however, that the possession of such a model enables one to
state fairly clearly why such a predictor is being researched, and to
check quickly, at least rationally, whether or not the addition of a
predictor is likely to improve prediction.

Finally, the model is depicted as a matrix with a hierarchical arran-
gement of both the rows and columns. We have found it very useful to
employ this hierarchical notion, since it allows us to think in terms of
appropriate levels of specificity for a particular problem as we do the
research, or for future applications of measures.

* We began our research with a general kind of model, very-much like
the one presented in Peterson and Bownas (1982).. That is, we conceived of

'the predictor space as divided into several domains with major, relatively
independent constructs falling into each domain. At this early point in
the research, we were most concerned with thinking about the predictor
space in a way guided by past research that would also provide "handles,"
if you will, for us to approach our particular applied problem. We formed

Criteria

Training Job Task Attrition/

Performance Performance Retention

Predictors Pass/ Test Atten- Common Specific Finish Reen- Early

Fail Grades dance Tasks Tasks Term list Discharge

' Verbal.Mt H L N L L L

Cognitive Numerical M H
* Spatial

.0*."Precision
Psychomotor Coordination

Dexterity

Dependability

0 Temperament Dominance
Sociability

Realistic

Interests Artistic

social M L L' NN

FIGURE 1. ItLustratliv Construct-Oriented Model

oenotes expected strength of relationship, Nigh, Medium, Low.
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three domain teams to be responsible for broad pieces of this predictor
space model, to wit: a "non-cognitive" team for temperament, biographical
data, and vocational interest variables; a "cognitive" team for cognitive
and perceptual variables; and a "psychomotor" team for psychomotor variab-
les.

Literature Review. The domain teams began with a large-scale litera-
ture review. Within each area, the teams carried out essentially the same
steps. These were: 1) compile an exhaustive list of possibly relevant
reports, articles, books or other sources; 2) review each source and
determine its relevancy for the project by examining the title and ab-
stract (or other brief review); 3) obtain the sources identified as rele-
vant in the second step; and 4) for relevant materials, carry out a
thorough review and transfer relevant information onto special review
forms developed for the project.

Within the first step, several activities were carried out to insure
as comprehensive a list as possible. Several computerized searches of
relevant data bases were done. In addition to the computerized searches,
we obtained reference lists from recognized experts in each of the areas,
emphasizing the most recent research in the field. We also obtained
several annotated bibliographies from military research laboratories.
Finally, we scanned the last several years' editions of research journals
that are frequently used in each ability area as well as more general
sources such as textbooks, handbooks, and appropriate chapters in the
Annual Review of Psychology.

The vast majority of the sources identified as described above were
not relevant to our purpose. These non-relevant sources were weeded out
in Step 2. After obtaining the relevant sources, these were reviewed and
two forms were completed for each source: an Article Review form and a
Predictor Review form (several of the latter form could be completed for
each source.) These forms were designed to capture, in a standard format,
the essential information from the reviewed sources, which varied conside-
rably in their organization and reporting styles. The output of the
literature search, in the form of the completed review forms and copies of
the actual sources, served as input to several later steps.

Expert Judgments. One of these steps was the identification of a set
of predictor constructs that met a number of psychometric and practical
criteria. There were twelve such criteria used to evaluate constructs,
like reliability, criterion-related validity, robustness and ease of admi-
nistration procedures, etc. At least two researchers evaluated each
construct on these twelve factors, using five point scales, and these

* evaluations guided the selection of 53 predictor constructs.
Definitions of these selected constructs were written and descriptive

materials (psychometric data, validity evidence, and illustrative items)
'p were prepared. These materials were used in an expert judgment process

wherein 35 experienced personnel and research psychologists estimated the
"true validity" of each of the 53 predictor constructs for each of 72 Army

* enlisted criteria. These 72 criterion descriptions were prepared by
Project A researchers who were focusing on describing the job performance
of Army enlisted ranks. (See Wing, Peterson, and Hoffman, 1984, for a
complete description of this expert judgment process.)

These expert judgments proved to be highly reliable (the reliability
of the pooled raters' estimates of validity of each construct for each
criterion was over .90), and factor analysis of their ratings provided our
first model of the predictor space. Figure 2 shows that model. This
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CONSTRUCTS CLUSTERS FACTORS

1. Verbal Comprehension
5. Reading Comprehension

16. Ideational Fluency A. Verbal Ability/
18. Analogical Reasoning General Intelligence
21. Omnibus IntelLigence/Aptitude
22. Word Fluency

4. Word Problems
8. Inductive Reasoning: Concept Formation B. Reasoning

10. Deductive Logic

2. Numerical Computation C. Number Ability COGNITIVE
3. Use of Formula/Nuiber Problems ABILITIES

. 12. Perceptual Speed and Accuracy N. Perceptual Speed and Accuracy

49. Investigative Interests U. Investigative Interests

14. Rote Memory J. Memory
17. Follow Directions

19. Figural Reasoning F. Closure
23. Verbal and Figural Closure
6..... ..me. ....ioaL MentaL R.......otatione..... . ... e..

6. Two-dimensional Mental Rotationu 7. Three-dimensional Mental Rotation

9. Spatial Visualization E. Visualization/Spatiat VISUALIZATION/
11. Field Dependence (Negative) SPATIAL
15. Place Memory (Visual Memory)
20. Spatial Scanning
........ .. °... . ......... .. .... ........................ °. o.. ....... .... ;o o . . . .....o- oo --. . ..

24. Processing Efficiency
25. Selective Attention G. Mental Information Processing INFORMATION
26. Time Sharing PROCESSING

'i°............... .......... .. .. .. .. .. .. .. .. .. .. .. ... .. .. .. .. .. .. .. .. .. .. .. ..

13. Mechanical Comprehension L. Mechanical Comprehension.'. MECHANICAL

48. Realistic Interests 
M. Realistic vs. Artistic

51. Artistic Interests (Negative) Interests
...................... ...... o..........-o.... .. . oo...... ..... . o..... o ....... o....ooo... . .

28. Control Precision
29. Rate Control I. Steadiness/Precision
32. Arm-hand Steadiness
34. Aiming

27. MuLtilimb Coordination D. Coordination PSYCHOMOTOR
35. Speed of Arm Movement

30. Manual Dexterity
31. Finger Dexterity K. Dexterity
33. Wrist-Finger Speed

39. Sociability a. Sociability
52. Social Interests SOCIAL SKILLS

50. Enterprising tliterests R. Enterprising Interest
. ..... ...... ...... .. ..... -.... ......... . o.... ....... +........ ........... °... .... ..... . . . . . . .

36. Involvtnent in Athletics and Physical 'T. Athletic Abilities/Energy
Conditl.,ing

37. Energy Level VIGOR

41. Dominance S. Dominance/SeLf-esteem
42. Self-esteem
------------------- --*- - ......-......- ....... ...-.--.... *..--------------------------- - -...........--
40. Traditional Values
43. Conscientiousness N. Traditional Values/Convention.
46. Non-delinquency asity/Non-deLinquency
53. Conventional Interests

44. Locus of Control 0. Work Orientation/Locus MOTIVATION/

47. work Orientation of Control STABILITY

38. Cooperativeness P. Cooperation/Emotional Stability
45. Emotional Stability

FIGURE 2. Hierarchical Hap of Predictor Space
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PILOT TRIAL BATTERY CLUSTERS FACTORS

ASVAB A. Verbal Ability/
General Intelligence

Reasoning I and 2 B. Reasoning

Number Memory Cc) C. Number Ability COGNITIVE ABILITIES

Perceptual Speed and Accuracy Cc) N. Perceptual Speed
Target Identification Cc) and Accuracy

AVOICE U. Investigative Interests

Short Term Memory (c) J. Memory

Reasoning I and 2 F. Closure
...................................................................................................

Assembling Objects
Object Rotation
Shapes E. VisuaLization/SpatiaL VISUALIZATION/
Mazes SPATIAL
Path
Orientation 1, 2, and 3
........... ................. o ............ o ..- ............. o ............... o ............. o ..........

SimpLe Reaction Time Cc) G. Mental Information INFORMATION
Choice Reaction Time (c) Processing PROCESSING

0 ASVAB L. Mechanical Comprehension" v MECHAN ICAL

AVOICE M. Realistic vs. Artistic Interests

* Target Tracking I Cc) I. Steadiness/Precision

Target Shoot Cc)

Target Tracking 2 (c) D. Coordination PSYCHOMOTOR
Target Shoot Cc)

K. Dexterity
...................................... ............. ................

'p ABLE/AVOICE 0. SociabiLity

. SOCIAL SKILLS

AVOICE 
R. Enterprising Interest

............................. o.....................................................................

ABLE T. Athletic Abilities/Energy

VIGOR

ABLE S. Dominance/SeLf-esteem
...................................................................................................

ABLE N. Traditional Values/Conven-
tionality/Non-delinquency

MOTIVATION/

ABLE 0. Work Orientation/Locus STABILITY
* of Control

ABLE P. Cooperation/Emotional Stability

....................................................................................................
Cannon Shoot Cc) Movement Judgment
....................................................................................................

.' Cc) s Computerized Measures

FIGURE 3. Pilot Trial Battery Measures of
the Modeled Predictor Space
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model represents the predictor structure in terms of their covariances

at> with each other based on their judged validity relationships to dimensions
of Army enlisted criteria.

Test Construction. Figure 2 served as a blueprint of sorts for our
test construction efforts. The three domain teams set about writing tests
and inventories to measure the constructs shown there. We went through a
fairly extensive process of writing (or, in the case of computerized
tests, programming) instruments, trying them out at Army sites (MEPS
and/or Army forts), then revising the instruments based on the tryout
results. After about four such iterations (at Minneapolis MEPS, Fts.
Carson, Campbell, and Lewis), we possessed a set of instruments collecti-
vely labeled the Pilot Trial Battery. That set of measures is shown in
Figure 3.

Note that the measures are slotted into the cluster and factor space,
insuring that we adequately operationalized the model. Note also that one
measure, "cannon shoot", is included and it measures Movement Judgment, a
variable that was not originally included. It was added because it seemed
to be a variable that was important for a variety of combat arms MOS, but

* had escaped our notice because of a dearth of research on such a variable.
This Pilot Trial Battery consumed approximately six and one-half

hours of testing time and the entire battery was administered to a sample
* of about 250 soldiers at Ft. Knox. Test-retest data were also collected.

Analyses of these data were used to further revise the measures and to
reduce the battery in size so that it could be administered in four hours.

-*.The reduction in the size of the battery was accomplished by deleting some
tests entirely and by deleting items from other tests. (The tests deleted
were Reasoning 2, Shapes, Path, and Orientation 1.) The existence of the
predictor model proved especially helpful to those of us faced with the
hard decision of deleting tests and items. The impact of various deci-
sions in terms of coverage of the "predictor space" could readily be seen
and, along with the tryout data, empirically evaluated.

-) This revised and reduced battery was labeled the Trial Battery and is
-. presently being administered to a large sample (N=11,000) of soldiers in

the U.S. and Europe in a concurrent validity study. In terms of testing
time, 34% of the battery is devoted to the computerized perceptual/psycho-
motor measures, 50% to cognitive paper-and-pencil measures, and 16% to
non-cognitive, paper-and-pencil inventories. Once the concurrent validity
data are in hand, we will be able to make some fairly definitive tests of

V our model--in terms of its factorial structure, validity, and classifica-
tion efficiency.
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6Using Microcomputers for Assessment: Practical
Problems and Solutions

Rodney L. Rosse and Norman Peterson
Personnel Decisions Research Institute

Introduction

"History repeats itself" is an adage that probably does not apply to the
advances of microprocessor developments. Given the frantic rate of develop-
ment, it is difficult to imagine that circumstances could ever again occur in
just the way that they did at the outset of this effort in the Fall of 1983.
It would seem, however, that any 1986 project might be enhanced by considera-
tion of both the occasional wisdom and sometime folly of our beginning
efforts.

Initially, even the goals to be accomplished were far from obvious and may
have remained beyond our vision except for the valuable help obtained through
visits to several research centers doing advanced work in computerized test-
ing: (1) Air Force Human Resources Laboratory at Brooks Air Force Base,
Texas, (2) Army Research Institute Field Unit at Fort Rucker, Alabama, (3)
Naval Aerospace Medical Research Laboratory, Pensacola, Florida, and (4) Army
Research Institute Field Unit at Fort Knox, Kentucky. Experimental testing
projects using computers at these sites had already produced impressive

* developments which stimulated the ideas of the project at hand and have
continued to influence our work.

In this paper, we focus primarily on the process we followed and some
problems we encountered in hardware and software acquisition and development
for the purpose of developing new predictor tests of abilities that could
best be administered via microprocessors.

Hardware Acquisition and Development

Much of the detail of the planned products was yet to evolve at the point
of acquisition of the first six machines so that we had to focus upon more
general objectives. It was clear that we wished to accomplish several things
which were either difficult or impossible to accomplish with paper-and-pencil
testing. Specifically, we required the ability to have a very high degree of
precision in stimulus presentation and a high degree of control of respondent
behavior. Dependent variables were specifically expected to include precision
in timing of stimulus presentation and response speed.

Microprocessor. The choice of which microprocessor to use for the preliminary
development was not obvious. The arrays of available microcomputer devices
were, at the time, in transition from earlier machines which used the first
popular microprocessor chips (i.e., 8080 or Z-80) into a newer variety of
options created by the influence of IBM's entry into the market with their
"PC" employing the newer 8088, 8086-7 chips. With the newer machines came

* more flexible operating systems (e.g., DOS 1 or DOS 2).
A computer designed for portable use was deemed to be a highly desirable

characteristic because the machines were to be frequently disassembled,
irried to new locations, and reassembled by non-technical personnel. Such

,.artable machines had been available only briefly so that little reported
experience with them was available.
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We acquired six machines made by Compaq (TM) which appeared to suit the
need. They were among the "newer" types of machines which used a variation of
the MS-DOS operating system. They were equipped with standard game adapters
which permitted the analog inputs from "off-the-shelf" joysticks and boolean
input from game button switches.

The choice was specifically made to avoid using color in the visual dis-
.4, plays for at least two reasons: (1) the certainty of individual differences

in color vision among military recruits, and (2) dread of the prospects of
attempting to calibrate video colors for standardization of presentation.
Accordingly, we precluded the possibility of directly investigating the value
of stimulus effects in color presentation.

The graphics capability of the Compaq microcomputer proved to be minimally
acceptable for the applications which were to come. In graphics mode, the
pixels (or dots) on the screen are orga,,ized into 200 rows and 640 columns.
More recently, several computers of the "personal" computer type are offering
400 rows with 640 columns which should provide improved resolution.

Very accurate timing of events occurring in the testing process was essen-
tial. Initially, timing was accomplished by two means: (1) accessing the
calendar clock that is available in any machine which uses MS-DOS (or the
variations of MS-DOS that are sold under computer tradenames), and (2) use of
calibrated software loops. Without delving too far into technical details,
those two options eventually presented some difficulties because of time

* consumption in the process of obtaining the time. For instance, the computer
CPU often had to be tied up with timing events when other work required being
done in the timed interval.

a. A wonderful solution to the timing problem eventually presented itself inwhat the computer people call a "real-time-clock" which can be added to the

"IBM-type" microcomputers for as little as $50. Operating on a small battery

it maintains the correct date and time even when the computer is turned off.
-. With appropriate software, the "real-time-clock" device allows the timing of

events accurately to the nearest 1/1000-th of a second with negligible loss
of computer time in the reading. (The sub-program used in our projects will
read the time in approximately 1/3000-th of a second.)

Peripheral Devices for Response Acquisition: Response Pedestal. The initial
choices in the hardware configuration for a "testing station' proved satis-
factory for the "stimulus side", i.e., the controlled presentation to the
subject. The standard keyboard and the "off-the-shelf" joysticks were hope-
lessly inadequate for the "response side." Computer keyboards leave much to
be desired as response acquisition devices--particularly when response laten-

5 cy is a variable of interest. Preliminary trials using, say, the "D" and "L"
keys of the keyboard for "true" and "false" responses to items was trouble-
some with naive subjects. Intricate training was required to avoid individual

.. differences arising from differential experience with keyboards. Moreover,
the software had to be contrived so as to flash a warning when a respondent
accidentally pressed any other key. The "off-the-shelf" joysticks were sadly

* lacking in precision of construction such that the score of a respondent
depended heavily upon which joystick she/he was using.

We came up with a plan for a "response pedestal" which consisted of
readily available electronic parts. A prototype of the device was obtained
from a local engineer. (See Figure 1.) It had two joysticks, a horizontal
and a vertical sliding adjuster, and a dial. The two joysticks allowed either

* left or right hand usage. The sliding adjusters permitted two-handed coordin-
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ation tasks. The dial permitted respondent selections in a manner similar to
the now popular "mouse devices that are sold for "personal computers."

The response pedestal had nine button-switches, each of which was to be
used for a particular purpose. Three buttons (BLUE, YELLOW, and WHITE) were
located near the center of the pedestal and were used for registering up to
3-choice alternatives. Also near the center were two buttons (RED) which were
mostly used to allow the respondent to step through frames of instructions
and, for some tests, to "fire" a "weapon" represented in graphics on the
screen.

Of notable interest was the placement of the button-switches which were
called "HOME" with respect to the positions of other buttons used to register
a differential response. The "HOME" buttons required the respondent's hands
to be in the position of depressing all four of the "HOME" buttons prior to
presentation of an item to which (s)he would respond. This, it is believed,
offered advantages of control of attention and control of hand position for
measurement of response latency. Using appropriately developed software, we
were able to measure total response time but also to break it down into two

-parts: (1) "decision time" which is defined as the interval between onset of
stimulus and release of the "HOME" keys, and (2) "movement" time which is the
subsequent interval to the registering of a response. It was possible, where
of interest, to even tell quite reliably whether the respondent used a left
hand or a right hand to respond since (s)he almost invariably would release

* the "HOME" buttons on the side of the preferred hand first.
The rotary switch marked "SELECTOR" in Figure 1 was an inconvenience that

was required by our initial choice of "game-adapter" for reading analog
input. The game adapter initially chosen, allowed only four inputs and the
response pedestal had seven analog outputs: 2 inputs for each of two joy-
sticks, two sliding adjusters, and one rotary adjuster called the "DIAL."
The "SELECTOR" was used to select which analog devices were to be operative
for a particular test item. The final design for the response pedestal in-
cluded a game-adapter with the capability of eight analog inputs and the
"SELECTOR" switch was happily omitted.

Joysticks. Perhaps the greatest difficulty regarding the response pedestal
design arose from the initial choice of joystick mechanisms. We soon dis-
covered that joystick design is a complicated and, in this case, a somewhat
controversial issue. Variations in tension or movement can defeat the goal of
standardized testing. While "high-fidelity" joystick devices are available,
they can cost thousands of dollars apiece which was prohibitively expensive
in the quantities that were to be required for this project. The first

* joystick mechanism that was used in the response pedestals was an improvement
over the initial "off-the-shelf" toys that predated the pedestals. It had no
springs whatsoever so that spring tension would not be an issue. It had a
small, light weight handle so that enthusiastic respondents could not gain
sufficient leverage to break the mechanism. It was inexpensive.

Unfortunately, this joystick had a "wimpy" feeling which was greatly
lacking in "face-validity" (or, as Hilda Wing dubbed it, "fist-validity")
from the Army's point of view. It was felt that the joystick was so much like
a toy that it would not command respect of the respondents. It was the
contention of a minority of us that our "wimpy" device had "construct fideli-
ty" in that it would do a perfectly adequate job of testing the constructs
that were targeted.

The joystick mechanism had to be changed. Joysticks of every conceivable
variety and type of use were considered. We learned about viscous dampening,
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friction, tension, and even something called "stiction." Ultimately, a
joystick device was fashioned with a light spring for centering and a sturdy
handle with a bicycle handle-grip. It had sufficient "fist-validity" to be
accepted by all (or almost all) and it was sufficiently precise in design
that we were unable to detect any appreciable "machine" effects in fairly
extensive testing.

Software Development

We wish to turn attention now to the issues of software development. There
were no "package programs" available to administer computerized tests. The
selection of strategy for organizing and programming the needed software was
to fall upon ourselves. We had three general, operational objectives in mind
for the software to be produced: (1) as far as possible, it should be trans-
portable to other microprocessors; (2) it should require as little interven-
tion as possible from a test administrator in the process of presenting the
tests to subjects and storing the data; and, (3) it should enhance the
"standardization" of testing by adjusting for hardware differences across
computers and response pedestals.

Primary Language. We chose to prepare the bulk of the software using the
Pascal language as implemented by Microsoft, Inc. There were certain advan-

* tages to this in that Pascal is a common language and it is implemented using
a compiler that permits modularized development and software libraries. As
computer languages go, Pascal is relatively easy for others to read and it
can be implemented on a variety of computers.

Some processes, mostly those which are specific to the hardware configura-
tion had to be written in IBM-PC assembly language. Examples of these include
te interpretation of the response pedestal inputs, reading of the real-time-
clock registers, calibrated timing loops, and specialized graphics and screen
manipulation routines. For each of these identified functions, a Pascal-
callable "primitive" routine with a unitary purpose was written in assembly
language. The functions were designed to be simple and unitary in purpose so
as to be easily reproducible for other machines.

Strategy. The overall strategy of the software development is worth dis-
cussing. It quickly became clear that the direct programming of every item in
every test by one person was not going to be very successful either in terms
of time constraints nor in terms of quality of product. For the sake of
making it possible for each researcher to contribute his/her judgment and
effort to the project, it was necessary to plan so as to take the "program-
mer" out of the step between conception and product as much as possible.

The testing software modules were designed as "command processors" which
interpreted relatively simple, problem oriented commands. These were organ-
ized in ordinary text written by the various researchers using word proces-
sors. Many of the commands were common across all tests. For instance, there

• were commands that permitted writing of specified text to "windows" on the
screen and controlling the screen attributes (brightness, background shade,
etc). A command could hold a display on the screen for a period of time
(measured to 1/100-th second accuracy). There were commands which caused the
program to wait for the respondent to push a particular button on the pedes-
tal. Some of the commands were specific to particular item types. These

* commands were selected and programmed according to the needs of a particular
test type. For each item type, we would decide upon the relevant stimulus
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properties to vary and build a command that would allow the item writer to
quickly construct a set of commands for items which she/he could then inspect
on the screen.

Thus, entire tests were constructed and experimentally manipulated by
psychologists who could not program a computer.

The strategies for developing commands have evolved and improved over the
period of development. Eventually, the commands became almost "language-like"
with syntax forms analogous to some of the common statistical packages like
SPSS or SAS that are available on "main-frame" computers.

Hardware Testing and Calibration. One of the most useful software develop-
ments relates to the testing and calibration of the hardware, necessary for
purposes of standardization. A complete hardware testing and calibration
process can be undertaken by test monitors each time a machine is powered up.
It checks the timing devices and screen distortion, and calibrates the analog
devices (joysticks, sliding adjusters, dial) so that measurement of movement
will be the same across machines. It also permits the software adjustment of
the height to width ratio of the screen display so that circles do not become
ovals or, more importantly, the relative speed of moving displays remains
under control regardless of vertical or horizontal travel.

Concluding Remarks

In the end, we were able to put together a portable, complete testing
session lasting approximately 1-1/2 hours where very naive respondents can
complete the test with little or no intervention from a test monitor. The

/ data is automatically stored and "backed-up" on diskettes in a form readily
transferrable to a "main-frame" for analysis. Except for occasional calibra-
tion or contingencies, the test monitor needs only to turn the computers on
and put the respondents in front of them.

Finally, and perhaps most gratifying, we have found that the soldiers
tested via this method have generally preferred computerized testing to
paper-and-pencil testing. We have not gathered hard data on this aspect, but
base our conclusions on observation of the soldiers while taking the battery
and their comments to us after completing the battery. Perhaps this is due to
novelty alone, but we feel it may also be due to the nature of the tests
themselves plus the fact that the soldier, in large part, is in control of
the testing process her/himself. They control the pacing of instructions for

0 the tests and, for some tests, the pacing of item presentation. No admin-
. istrator tells them when to begin and when to stop, and they are not in "lock

*step" with a larger group. We view this state of affairs as highly desirable
for personnel selection testing.

Z:
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The Validity of ASVAB for Predicting
Training and SQT Performance

Paul G. Rossmeissl
U.S. Army Research Institute L

Donald H. McLaughlin, Lauress L. Wise and David A.Brandt
American Institutes for Research

This paper is a condensation of a larger report (McLaughlin,
Po3smeissl, Wise, Brandt, & Wang; 1984) which investigated the validity of
the Armed Services Vocational Aptitude Battery (ASVAB) for predicting
success in Army jobs or Military Occupational Specialties (MOS). The
ASVAB is a cognitive test battery used by the military services as their
peimary instrument for selecting and classifying enlisted personnel. This
particular research was based upon ASVAB forms-8/9/10 which was composed
of ten subtests: General Sciences (GS), Arithmetic Reasoning (AR), Word
iknowledge (WK), Paragraph Comprehension (PC), Numerical Operations (NO),
(:oding Speed (CS), Auto/Shop Information (AS), Mathematics Knowledge (MK),
" Mchanical. Comprehensive (MC), and Electronics Information (EI). The two
'terbal subtests, WK and PC, are mont often combined into a single measure
of verbal ability called VE. The current version of ASVAB (forms
11/12/13) uses parallel forms of these same subtests.

Scores on the ten ASVAB subtests are typically combined into aptitude
art:a (AA) composites. Examples of these composites are given in Table 1.
The Army composites serve as the basis for assignment of personnel to Army
M0S in that a minimum qualifying score on one of the aptitude area compos-
iies is required for admission to Army initial level training courses. For

axemple, the CO composite is used to classify recruits into the infantry
an-1 armor specialties. Similarly, the MAGE composites are used by the Air
Force to select and classify prospective personnel into Air Force special-
tips. The final set of composites routinely in use are the High School
:Composites which have been developed for use when ASVAB is administered to
high school students as a career guidance tool. Maier and Truss (1983)
have also recommended that the first four of these composites be used to
select and classify enlisted personnel within the Marine Corps.

The goal of the mcLaughiin et l. (10,84) research was twofold. First,
the validities of the composites then in use by the Army and other DoD
agencies were evaluated with regard to predicting success within the Army.
Second, an additional set of composites were derived empirically in hopes
of obtaining a composite system with maximal predictive validity.

In all cases the validation criterion were MOS specific end-of-course
training scores or skill qualification tests (SQTs). All of the criterion
rmnasures were trimmed of outliers and then standardized before any

.9.

IThe views expressed in this paper are those of the authors and do not
necessarily reflect the view of the U.S. Army Research Institute or the
Department of the Army.
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;alidation analyses. The separate training and SQT data were combined
for validation analyses at the MOS level. All validities were corrected
for restriction of range using the multivariate adjustment due to Lawley
(1943) and described by Lord and Novick (1968).

Thble I
Typical ASVAB Composites

Army Composites (1983)

Clerical/Administrative CL VE + NO + CS
Combat CO AR + CS + AS + MC
Electronics Repair EL GS + AR + MK + EI
Field Artillery FA AR + CS + MK + MC

* General Maintenance GM GS + AS + MK + EI
Mechanical Maintenance MM NO + AS + MC + EI
Operators/Food OF VE + NO + AS + MC

* Surveililance/Communications SC VE + NO + AS + CS

Skilled Technical ST VE + GS M MK + MC

* MACE Composites

V Mechanical M MC + AS + GS
Administrative A VE + NO + CS
General G AR+ VE

'1 Electronic E AR + MK + GS + EI

High School Composites

Mechanical Trades HSMT AR + MC + AS + EI
Office and Supply HSOS VE + CS + MK
Electronics/Electrical HSEE AR + EI + MK + GS
Skilled Services HSSS AR + VE + MC

* Academic Ability HSAA AR + VE

Composite System Validities

Table 2 gives the adjusted validities for each of the composite sys-
tems displayed in Table 1. Validities and sample sizes are given for each
of the nine clusters of MOS now in use by the Army. The validities were
obtained by averaging the validities for the individual MOS within each
cluster and weighting by the number of soldiers within each MOS.
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Trable 2
Validities of Established Composite Systems

Army Composites (1983)

Cluster Composite
of MOS (N) CL CO EL FA GM MM OF SC ST

CL 10368 48 51 53 54 49 46 50 50 53
CO 14266 36 44 43 43 43 42 44 40 44
EL 5533 38 47 46 47 46 47 44 44 47
FA 5602 39 49 48 48 49 49 49 45 44
GM 2571 39 48 46 46 47 48 48 45 47
MM 7073 36 48 46 45 48 48 48 43 46
OF 8704 38 48 47 45 48 47 48 44 48
SC 3729 39 49 48 47 48 47 48 45 49
ST 7061 51 56 57 57 55 54 56 54 58

* MAGE Composites

Cluster Composite
of MOS (N) M A G E

CL 10368 45 48 54 53
CO 14266 42 36 42 43
EL 5533 45 38 46 47
FA 5602 48 39 46 48
GM 2571 46 39 44 46
MM 7073 48 36 44 46
OF 8704 47 38 47 47
SC 3729 47 39 47 48
ST 7061 52 51 57 57

High School Composites

Cluster Composite
of MOS (N) HSAA HSMT HSOS HSSS HSEE

CL 10368 54 47 54 53 53
CO 14266 42 43 40 44 43
EL 5533 46 47 43 47 47
FA 5602 46 49 44 49 48
G M 2571 44 47 43 47 46
9MM 7073 44 49 41 47 46

OF 8704 47 48 43 48 47
SC 3729 47 48 44 49 48
ST 7061 57 54 56 58 57
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The main diagonal of the upper portion of Table 2 gives the validities of
the composites that were associated with each of the nine clusters in
1983. The most interesting feature of the data in Table 2 is the uniform-
ity of the validities. All of the entries are between .36 and .58, with

%the mean validity of each system being about .45. One MOS cluster, ST,
appears to be slightly more predictable than the others; and another clus-
ter, CO, appears to be slightly less predictable. The remaining clusters
show very little variance.

Identification and Validation of Alternative Composites

In order to develop alternative composites the MOS were partitioned
into clusters, based on similarity of ASVAB profiles of successful crite-
rion performance. The similarity between each pair of cells was defined
as correlation of the predicted criterion performance in the two cells for
the applicant sample. The performance predictions were based on ridge
rceressions, using the ASVAB subtests as predictors. The cells were clus-
tered by adapting standard "leaf to stem" procedures. Upon finding that
te results of the clustering were unstable, due to the high inter-
correlations of the predicted criterion scores, the clustering procedure

0 was modified to use as a starting point the Army's current grouping of
MOS into aptitude area clusters.

Once a cluster had been defined the unit-weight composite with maxi-
mal predictive validity for that cluster was identified. It was found
that optimal unit-weight composites for four clusters possessed a rot
mean square (RMS) predictive validity within 97% of the RMS validity of
the ridge regression vectors computed separately for each of the 98 MOS

V. included in the sample. The composition of these four alternative compos-
ites are given in Table 3. and their predictive validities are given in
Table 4.

Table 3
Optimal Four Composite Solution

Composite Subtests

Clerical/Administrative (ACL) VE + AR + MK

Skilled Technical (AST) VE + AR + MK + AS
Operations (AOP) VE + AR + MC + AS
Combat (ACO) VE + MK + MC + AS

Inspection of Table 4 shows that by focusing on the most valid por-
tion of the ASVAB, the primary aim of this aspect of the research was
achieved: the validities went up. The aggregate RMS predictive validity

*@ for the four alternative composites for their assigned MOS is .486, in
comparison with RMS validity for the 1983 Army composites of .454. Cer-
tain members of the 1983 Army composite set account for a large part of
the difference in validity between the two composite sets. When compared
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Table 4
Predictive Validities of the Alternative Composites

Cluster Composite
of MOS (N) ACL AST ACO AOP

CL/ACL 10368 56 54 52 51
* CO/ACO 14266 42 44 44 44

EL/ACO 5533 46 48 48 48
FA/ACO 5602 47 49 50 50
GM/ACO 2571 45 48 48 48
-M/AOP 7073 44 48 49 49
OF/AOP 8704 46 49 49 49
SC/AOP 3729 47 49 50 50
ST/AST 7061 58 58 57 57

Lo validities of the optimal composites for the same cluster of MOS, the
1983 Clerical composite (CL) appeared to be weak, with a validity of .48

* versus a potential of .56. Another composite Surveillance and Communica-
tions (SC), was mildly weak, with a validity of .45 versus a potential .50.

Recommendations

A major purpose behind the McLaughlin et al. (1984) report was to
present recommendations to the Army as to how the composite system then in
use to select and classify enlisted personnel could be improved. The
average validity of the set of four empirically derived alternative com-
posites was .48 versus .45 for the existing composite systems. Thus, from

1. a purely statistical point of view the results in terms of predictive
validity tended to favor the alternative four composite solution over the
nine composite system the being used or any of the alternatives being used
by other armed services.

However, considering the costs of implementing a whole new composite
system, it was decided that a more favorable proposal would be to maintain
a nine composite system but to replace the the two composites which were

* the major source of the deficiency of the 1983 composites. The new CL
composite would be comprised of the VE, AR, and MK subtests and would have
a predictive validity of .56. The new SC composite would have a
predictive vaidity of .50 and be made up of the VE, AR, MC, and AS
subtests. The average validity of the revised nine composite system would
be .47. The Army officially adopted this composite system on October 1,

• 1984.

The gain in expected performance resulting from the change in the CL
and SC composites can only be approximated, because of the constrained
nature of the selection and classification process. If, however, the
choice were purely between assignment to an individual MOS and rejection,

* application of Cronbach's formula yields an expected gain of .05 standard
deviations of criterion performance per person in the two clusters of MOS
from the introduction of the two revised composites.
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Developinr New Attribute Requirements Scales for Military Jobs
'

Elizabeth P. Smith

U.S. Army Research Institute
5001 Eisenhower Avenue

Alexandria, Virginia 22333-5600

Conducting empirical validity investigations to predict job perform-
ance is not always feasible. Even when empirical approaches are under-
taken, such as the ongoing ARI Project A to improve the selection,
classification and utilization of enlisted personnel, it is rarely possi-
ble to include all jobs within an organization. Given the complexities of

empirical validation, it is necessary to develop other methods for match-
ing people to jobs and optimizing their performance.

One approach is to obtain rational estimates of the human attributes
(i.e., abilities, characteristics, and interests) which are required for
successful job performance. When gathered systematically from qualified
judges, these estimates can be summarized as profiles of required attrib-
utes. Then, measures of individuals' attributes can be matched to such
profiles for selection and classification purposes. In addition, knowl-

* edge of required attributes is potentially useful for (a) designing new
systems and training programs that are within the capacities of available
personnel and (b) generalizing empirical validity data to new and differ-
ent jobs, by grouping them on the basis of similarity of attribute pro-
files (Fleishman, 1982; Pearlman, 1980). The latter application is
especially pertinent to the Army's Project A, which is collecting validity
data for only 19 Military Occupational Specialties (MOS).q A well-researched method of determining ability requirements is the
rating scale approach developed by Fleishman and his associates (see
Fleishman & Quaintance, 1984 for a comprehensive summary), based on a
taxonomy of 40 cognitive, perceptual, physical and psychomotor abilities.
With .hese scales, a rater decides if an ability is necessary for er-
rorless job performance, and, if so, estimates the level required on a
7-point, behaviorally-anchored scale.

* Early outcomes from Project A provided an opportunity to develop a new
set of rating scales based on a new taxonomy of human attributes. An
expert judgment task (Wing, Peterson, & Hoffman, 1984) obtained estimates
of validity for 53 predictors against 72 criterion constructs from 35 per-
sonnel psychologists. Factor analysis of the data yielded 21 clusters of
the 53 cognitive, perceptual, psychomotor, temperament and interest

" predictor variables. A predictor test battery based on these 21 clusters
S-. has been developed and is being validated. The purpose of this paper is

to discuss the initial construction and testing of a new set of scales for
estimating job requirements which is based on these 23 clusters (hereafter
called "attributes"). As more data become available, it is expected that
the taxonomy of predictors (and test battery) may change. The rating
scales will be revised to reflect these changes.

A set of scales based on the Project A taxonomy has several potential
advantages over the Fleishman ones. The most salient feature is that
obtained profiles of attribute requirements will directly correspond to

S1
-The views expressed in this paper are those of the author and do not
necessarily reflect the view of the U. S. Army Research Institute or the
Department of the Army.
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P- ject A validity data. It will include temperament and interest meas-
Vures that are not among the Fleishman scales and will not include those

attributes/abilities for which no predictor tests are given. Additional
benefits (e.g., lower cost, more efficiency) may be possible with this set
of scales. It was designed to be used by work supervisors rather than
personnel psychologists and contains primarily Army-specific behavioral
anchors with only about half as many attributes to rate as Fleishman's.

For any rating scales to be useful in practice, they must give relia-
ble and valid scores. The effort reported here examined issues related to
the reliability of the ratings. Validity investigations will occur later.

The following issues were examined here. First, how closely do raters
agree, i.e., how high is interrater reliability? Second, how well do the
scales differentiate across attributes (i.e., yield non-flat profiles)
within a job and across the attribute profiles of different jobs?
Finally, can the scales be used to identify attributes for which differ-
ences in level of the attribute most influence performance? For some
attributes, higher levels may be required for better performance whereas
for others, onice a minimal requirement is met, having a areater amount
of the attribute has no additional effect on performance.

METHOD

O Subjects. Thirty-six Non-commissioned Officers (NCOs) from the Can-
non Crewman MOS and 39 NCOs from the Motor Transport Operator MOS, all
males located overseas, participated as Subject Matter Experts (SMEs).

Instrument. The Attribute Assessment Scale, which was empirically
developed for this research, consists of a set of behaviorally-anchored
scales for 20 of the 21 attributes in the Project A taxonomy plus two
additional attributes, Stamina and Physical Strength, which were thought
to enhance face validity. A scale for Enterprising Interests was eliminated

because it was impossible to generate items for this attribute which were
sufficiently different from those falling under Self-Esteem/Leadership.

The names of the attributes were modified from the original Wing, et. al.
(1984) labeling for better comprehension by SMEs. The final instrument

had one page per attribute. Below the definition at the top, there were
three 7-point vertical scales, placed side-by-side, to enable three re-
sponses. A zero-point was added to indicate the attribute was not re-
quired at all. SMEs circled the number corresponding to the appropriate

*f level for their job.

To construct the scales, comprehensive definitions for the attributes
were developed so as to be readily understandable by people who were not
trained in personnel research. A pool of items for potential anchors
(i.e., behavioral statements) was generated. Ten items per attribute were
ultimately selected, after screening by two to four other researchers.
These were presented with the appropriate definition in an anchor-rating
instrument. Initially, 26 NCOs from either the Administrative Specialist
or Military Police MOS rated each item on the amount of the attribute
represented by or needed for the behavior described. Items with mean
ratings that were the highest, lowest, and closest to 4.0 (midpoint) that
also had a standard deviation less than 1.5 were selected as scale anchors.
Using these criteria, scales could be created for only 11 attributes.

After identifying difficulties related to (a) task comprehension, (b)
0 response formnat, (c) failure of raters to differentiate effectively among

items, and (d) a few of the definitions and items themselves, I revised
the anchor-rating instrument and administration procedures, adding a
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15-minute training period. This instrument was given to another sample of
NCOs (N=28) from the same two MOS. From the second administration, using
the criteria indicated above, three anchors were obtained for all but two
of the attributes (Social Interaction and Stress Reaction for which only
two anchors were selected) to form the Attribute Assessment Scale.

Procedure. SMEs rated the level of each of the 22 attributes that is
required to perform Skill Level I (entry level) work under combat-readi-
ness conditions in his own MOS for three performance levels: at the 15th,
50th, and 85th percentiles. In addition to the written instructions, SMEs
received extensive training in how to complete the task, including a step-
by-step demonstration of the actual rating process using the anchors as
guides. Training and responses to questions took about an hour. Early
ratings were checked to ensure comprehension of the directions before
raters proceeded with the rest of the task. Ratings took about 30-45 min-
utes.

Analyses. Intraclass correlation coefficients (ICCs) were calculated
from Raters X Attributes ANOVAs over all attributes and separately for the
three major domains (i.e., cognitive/perceptual, physical/psychomotor, and
noncognitive) for each of the three performance levels. The ICCs estimate
the reliability of the mean ratings Lr(k); k=number of raters], an index

*of interrater reliability. Also, an MOS X Attributes X Performance Levels
* univariate repeated-measures ANOVA was performed.

RESULTS
Eight Motor Transport Operators were eliminated from the analyses due

to the logical inconsistency of their data. R(k) coefficients over all
attributes were, in increasing order by performance level, .75, .77, and
.69 for Cannon Crewmen (k=36) and .74, .74, and .69 for Motor Transport

Operators (k=31). For the domains, r(k) coefficients ranged from .61 to
.79 across performance levels and MOS. There were two exceptions to this:
Physical/psychomotor reliabilities were very low for both MOS at the 85th
percentile Lr(36)=.13; r(31)=.38] performance level.

None of the effects involving MOS for the MOS X Attributes X Perform-
ance Levels ANOVA were significant. There were significant main effects
for Attributes [F (21,1365) - 6.98;.k = .OOOO] and Performance Levels [F
(2,130) = 398.36; k = .OOOO] and a significant effect for the Attributes X
Performance Levels interaction [F (42,2730) = 2.51; k = .OOOO]. Scheffe'
comparisons between means within performance levels by MOS indicated sig-
nificant differences between only the highest and lowest means, which

* ranged from 1.09 to 1.75. Means and standard deviations for all ratings
are provided in Table 1.

DISCUSSION
In comparison to the very high Intraclass Correlation Coefficients

(ICCs) obtained by Fleishman and associates or those discussed by
* Rossmeissl (1985) within this symposium, the ICCs from this research are

weak, especially since around 30 raters are needed to obtain coefficients
of at least .60. ICCs are based on variance components. As such, low (or
uninterpretable) reliabilities result if there is too great a be-
tween-subjects variance and/or too little within-subjects variance. The
low reliabilities obtained here appear to be a function of both. Previous

* research on ability assessment has found mean ratings that varied from
very low (even "Not required") to very high (7) across attributes. This
was not the case here. The inclusion of three performance levels may have
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Table I

%.Pt Wean and Standard Devlatioce of Ntine of Attribute Uea4rements for CanCn Crewman and Xotor
ii~l p rrMSa Th-rees -Performance Levls

Performance Level

Attribute* Noes

1 5 th Percentile 50 th Percentile 85 tb Percentile

Cognitive N SD x SD SD

Verbal Ability C 2.86 (.93) 4.17 (.91) 5.33 (1.10'
D 2.87 (.83) 4.32 (.85) 5.32 (1.08;

Meaory C 2.44 (1.18) 3.89 .89) 5.53 (.11
D 3.26 (1.26) 4.26 1.03) 5.16 (1.271

Reasoning Ability C 2.78 (1.31) 3.94 (1.17) 4.89 (1.33;
D 2 453.77 (1.021 5.00 (1.32)

Ewber Facility C 2:06 "U 3.47 1.16 5.08 (1.52)
D 2 (81.18)e 3.90 JI.30) 4.94 (1.48,

Xechanical Compreheneion C 2:86 1.36 4.39 1.18) 5.50 (1.08;
D 2.97 (1.33) 4.23 (1.14) 5.20 (1.00;

Information Proceseing C 2.50 (1.06) 3.58 l.30) 4.81 (.37;
% D 2.68 (1.30) 3.90 (1.06) 5.03 (1.17,
* Closure C 2.78 (1.33) 4.06 (1.25) 4.89 (1.41;

D ) 2.68 (1.42) 3.67 (1.45) 4.61 (1.67;

- Visualization C 2.33 (1.15) 3.58 (1.30) 4.69 (1.51 '
D 2.29 (1.30) 3.42 (1.43) 4.26 (1.84'

Perceptual Speed A Accuracy C 2.75 (1.52) 3.97 (1.3) 4.94 (1.31)
D 2.97 (1.33) 4.16 (1.29) 4.71 (1.40)

?hysical/esychonotor

Ph-ysical Strength C 3.75 (1.32) 4.89 (1.14) 5.67 (1.17;
D 3.58 (1.39) 4.61 (1.20) 5.32 (1.25;

sta ina C 3.06 (1.45) 4.53 (1.11) 5.69 (1.19)
D 2.68 (1.30) 3.94 (1.41) 4.84 (1.63;

Mlultilimb Coordination C 2.80 (.47) 4.20 (1.21) 5.26 (1.40;
D 3.34 (1.54) 4.45 (1.24) 5.48 (1.12)

Deztery C 3.00 (.35) 4.47 (1.06) 5.50 (1.06;

son Cognitive

Steadine s/Precieion C 2.83 (1.40) 4.06 (1.25) 5.47 (1.36'
,. D 3.06 (1.29) 4.52 (1.09) 5.29 (1.07)

Social Interaction C 3.14 (1.62) 4.44 (1.59) 5.34 (1.701
D 2.58 (1.71) 3.74 (1.44) 4.65 (1.70)

Stress Tolerance C 3.03 (1.50) 4.22 (1.27) 5.12 (1.43;
D 3.18 (1.47) 4.27 (1.34) 5.27 (1.20)

Conscientiousnese C 2.6 (1.24) 4.09 .89) 5.31 ( .99)
D 3.19 (1.47) 4.35 (1.11) 4.97 (1.25)

Vork Orientation C 2.91 (1.46) 4.29 (1.18) 5.54 (1.17)
- 2.90 (1.45) 4.16 ( .10) 5.39 (.17;

SSelf ate.,/L*sership C 3.00 (1.26) 4.25 (1.20) 5.47 (1.21,
D 2.48 (1.55) 3.64 (9.37) 5.00 (1.41)

Athletic Abilitl/]tergy C 2.89 (1.35) 3.92 (1.16) 4.94 (1.19;
D 2.87 (1.55) 3.73 (1.48) 4.33 (1.71'

lealietic Interests C 2.54 1.40) 3.71 (1.25) 4.94 (1.66)
3 2.4 l1 36 le46 .99)

Investigative Interest* C 2.00 ( .:43 -44 )61 4.61 1.78'
• 1.97 (1.40) 3.26 (1.50) 4.16 (I.93

0
a C a Cannon Crewman

D e otor Vehicle Operator (Driver)
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had a strong, negative impact on these particular results. The demands of
the task appeared to impose a unique kind of restriction in the range of
possible ratings. That is, the effective range of ratings within levels
covered only two or three points rather than the entire seven points.
This outcome served to reduce within-subjects variability, as all ratings
fell close together. Although SMEs were clearly advised not to respond
according to belief that "better must mean more," the mean ratings suggest
that a demand characteristic was created by the instructions to rate at
three levels. The result-was ratings of attribute levels which correspond
to level of performance, with ceiling effects occurring at the highest
level. These effects would explain the extremely low reliabilities for
Physical/Psychomotor attributes at the 85th percentile.

The fact that attribute requirements were elicited for three perform-
ance levels also may have clouded the findings in another way and reduced
interrater agreement, i.e., increased between-subjects variance. Although
definitions were provided for the three performance levels, how the SMEs
actually interpreted these definitions was unknown. SMEs may have had

- .different interpretations of the attributes from our definitions as well
as from one another. For example, their verbal reports seemed to indicate

__ some tendency to interpret performance levels in terms of particular sol-
* diers in their charge, rather than from a more general (and shared) view

of job performance at a particular level. They also tended to rate at-
tributes in terms of the characteristics of someone who performed at that
level, rather than in terms of the actual requirements of the job. The
performance criterion, then, was more ambiguous than expected, pointing
out a clear need for a very specific definition of the criterion. It was
apparent that understanding the task requirements -- what was meant by the
performance levels and how to do three ratings at a time -- took more time
and energy than actually doing the ratings. In short, the use of three
performance levels may have made the task harder than was intended, and
interfered with the SMEs' ability to rate true requirements.

_. Two other factors may have contributed to low interrater agreement.
SMEs were not given written descriptions of what they were to rate. In-
stead they were asked to decide individually the nature and content of
entry level work and, specifically, what it required in terms of attrib-
utes. Moreover, they were to rate the whole job -- all work within all
duty positions -- and not just some specific task or set of tasks. This
very broad scope allowed considerable opportunity for variance. As a

* r-sult of personal experiences and/or selective memory, the SMEs could
differ a great deal in what they were evaluating. Obviously, higher

" dinterrater agreement would be expected for narrower areas of considera-
.- -, tion. In addicion, some SMEs found the scale anchors frustrating rather

than helpful. Raters appeared to have difficulty using anchors as
reference points for comparing tasks within their MOS. Some tended to

* evaluate the job in terms of whether the exact tasks depicted were or were
not an actual part of the job. With some anchors that depicted common
soldier tasks, some SMEs had problems separating the overall soldier re-
quirements from the specific job requirements. Thus, although very famil-
iar behaviors were thought to be the best for illustrating a level of an
attribute, this was not necessarily the case.

* The results of the ANOVA indicate that attribute profiles for the two
MOS are not significantly different. The effects that were significant,
Attributes, Performance Levels, and their interaction, are most likely a
function of the high statistical power related to the large number of
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. degree of freedom, and so are not really meaningful. Despite this, the
data provide some useful information. The minimal differences which do
occur suggest that some differences (as well as similarities) between MOS
may exist, but may be masked in the present research. In addition, rank
orders of the magnitude of ratings were different for both MOS at all
performance levels, again suggesting there may be some differences in
patterns of attributes which need further examination. For instance, at
the 85th percentile, Verbal Ability ranked tenth for Cannon Crewman but
third for Motor Vehicle Operator, while Stamina ranked first and fif-
teenth respectively. If one were to select only the five variables with
the highest ratings, the selection would be different for each MOS.
However, the top five are not necessarily the most important attributes:
They are ranked on level of required attribute and not on relative impor-
tance of the attribute.

In summary, NCOs appeared to understand, in general, how to use the
set of scales constructed to rate job requirements. The requirement for
three sets of ratings simultaneously, however, created some problems.
First, the actual physical arrangement of the scales on the page confused
people. Second, it seemed to impose limits on the magnitude of ratings
assigned. Given the expanse of the criterion to be rated -- the entire

* M'.S at Skill Level I -- and the limitations created by the design it-
self -- different performance levels -- the obtained indices of interrater
agreement are reasonable.

These findings suggest that better reliability estimates could be
obtained with fewer raters if SMEs were asked to rate requirements for a
ingle perfozmance level; i.e., to estimate the minimum level of an at-
tribute required to perform the job successfully. Further,'more reliable
ratings may be obtained by changing to a generic set of scale anchors
(e.g., very low,low, moderate, etc.) or otherwise replacing the present
behavioral anchors and/or focusing raters' attention on evaluating a spe-
cific task, a well-defined set of tasks, or a written job description

- would yield better reliability coefficients. Elimination of the restric-

tion in range of ratings which was created by including three performance
levels, should yield better discrimination among the attributes within
MOS, and differences in attribute profiles across MOS.
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ADDING TO THE ASVAB: COGNITIVE PAPER-AND-PENCIL MEASURES

Jody L. Toquam, Marvin D. Dunnette, VyVy A. Corpe, and
Janis Houston

Personnel Decisions Research Institute

Introduction

The purpose of this paper is to (1) identify the cognitive/
perceptual ability constructs that supplement or provide information
about Army applicants' abilities not currently tapped by the Armed
Services Vocational Aptitude Battery, or ASVAB; (2) describe the
measures developed for paper-and-pencil administration and the cogni-
tive/perceptual constructs they are designed to tap: (3) describe test
development issues and the factors used to evaluate the psychometric
quality of the new paper-and-pencil measures; and (4) report the
relationships between scores on the ASVAB and scores on the new paper-
and-pencil tests. Information about the cognitive/perceptual measures
designed for computer administration are described in McHenry and
Toquam (1985).

Before describing the new tests, we first examine the content of
the current military selection and classification battery, the ASVAB,
and then provide a brief review of the process involved in identifying
the constructs for inclusion in the Pilot Trial Battery. (The Pilot
Trial Battery is the term used for the battery of experimental tests

VA administered at Minneapolis MEPS, Fort Carson, Fort Campbell, Fort
* Lewis, and Fort Knox. This battery includes twelve paper-and-pencil

measures - ten cognitive and two non-cognitive, and ten computerized
measures - seven cognitive/perceptual and three psychomotor.)

The current military selection and classification battery, the
ASVAB, contains ten subtests. Scores on four of these are used to
calculate the Armed Forces Qualification Test (AFQT) score which is
used to determine qualification for entrance into the Army. Scores on
the ten subtests are used in different combinations to determine
applicants' qualifications for different military occupational spe-
cialties (MOS). Results from a factor analysis of ASVAB scores indi-
cate that the battery assessed verbal ability, speeded performance,
quantitative ability, and technical knowledge (Kass, Mitchell, Grafton
& Wing, 1982).

Peterson (1985) describes the activities involved in identifying
ability constructs that supplement information obtained from the
ASVAB. Those activities included a review of the literature which was
used to impose structure on the domain (i.e., establish a cogni-
tive/perceptual abilities taxonomy) and then to summarize validity
data for the different types of ability constructs. This information
was input to the expert judgment task. All of this information was
used to identify cognitive/perceptual ability constructs that tap
abilities relatively independent of those measured by the ASVAB and
that may be used to improve the Army's selection and classification

P %R decisions process.
Cognitive/perceptual ability constructs selected for inclusion in

the Pilot Trial Battery and their designated priorities (in
0. parentheses) are: (1) Spatial Visualization - Rotation and Scanning;

'a,
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K (2) Spatial Visualization - Field Independence; (3) Spatial
Orientation; (4) Induction - Figural Reasoning; (5) Reaction Time -
Processing Efficiency; (6) Memory - Number Operations; (7) Memory -
Short Term Memory; (8) Perceptual Speed and Accuracy.

Determining the Method of Administration

In this section, we review the factors that influenced our deci-
sion to measure a particular construct via paper-and-pencil or via

*. computer. The first factor concerns the construct definition and the
dependent measures suggested by that definition. For example, defini-
tion of the construct, processing efficiency, indicates that the
dependent measure involves the time required to respond to simple
stimuli. Such information can only be obtained on a computer because a
precise measure of reaction time is required. Hence, those constructs
that involve a reaction time component, such as Processing Efficiency,
Perceptual Speed and Accuracy, and Memory were slated for computer
administration. McHenry and Toquam (1985) provide a detailed descrip-
tion of measures developed for computer administration.

The second factor involves the cost related to adapting items to
the computer. For example, test items for such constructs as spatial
visualization and figural reasoning involve detailed figures and ob-

4jects. To adapt these items to the computer would require high reso-
o- lution graphics. The cost for hardware capable of supporting such

graphics at the time was prohibitive. Thus, we determined that
measures of spatial visualization, spatial orientation, and induction
would be assessed via paper-and-pencil. We focus on the development
activities and pilot-test results of the new paper-and-pencil measures
in the remainder of this paper.

Paper-and-Pencil Measures: Construct and Test Descriptions

'.- In this section, we provide definitions of the constructs, des-
cribe criterion job performance areas or tasks that we expect measures
of the constructs to predict and finally identify the tests designed
to measure each construct. Detailed descriptions of the individual
tests are available from the authors.

Spatial Visualization--Rotation
This involves the ability to mentally restructure or manipulate

parts of a two- or three-dimensional figure. It serves as a poten-
* tially effective predictor of success in MOS that involve mechanical

operations, construction and drawing or using maps. Two tests de-
veloped to measure this construct include Assembling Objects and
Object Rotation.
Spatial Visualization--Scanning

This includes the ability to visually survey a complex field and
to find a pathway through it. According to our expert judges, mea-
sures of this construct are potentially effective as predictors of
success for Army MOS involving electrical or electronics operations,
using maps in the field, and controlling air traffic. The two mea-
sures designed to assess this construct in the Path Test and the Maze
Test.

Spatial Visualization--Field Independence

78



This includes the ability to find a simple form when it is hidden
in a complex pattern. A measure of this construct is expected to
predict success in MOS that involve detecting and identifying targets,
using maps in the field, planning placement of tactical positions, air
traffic control and troubleshooting operating systems. The Shapes
Test was developed to measure this construct.

Spatial Orientation
-. This involves the ability to maintain one's bearing with respect

to points on a compass and to maintain appreciation of one's location
K. relative to landmarks in the environment. From job observations

conducted in the field, we expect measures of this construct to pre-
dict success in combat MOS that involve maintaining directional orien-
tation using features of landmarks in the environment. Three tests
involving different orientation tasks were developed to assess this
construct, Orientation 1, Orientation 2, and Orientation 3.

Induction - Figural Reasoning
This includes the ability to generate hypotheses about principles

governing relationships among several objects. According to the panel
of experts, measures of this construct are effective predictors of
success in MOS involving troubleshooting, inspecting, and repairing
electrical, mechanical, or electronic systems, analyzing data, con-
trolling air traffic, and detecting and identifying targets. We
developed two tests involving different tasks to assess abilities in
this construct area. These were titled Reasoning I and Reasoning 2.

Test Development Issues

Two issues impacted on our approach for developing the new paper-

and-pencil measures. These include the target population completing
the new tests for selection and classification purposes and the power

*, versus speed components of each new test. We discuss each in turn
below. The population completing these tests is the same
population that completes the ASVAB to qualify for entrance into to
the Army. This is, very generally speaking, a population composed of
predominantly recent high school graduates, not entering college, from
all geographic sections of the United States. For our purposes the
target population was, practically speaking, inaccessible during the
test development phase. We were constrained to using enlisted
soldiers to try out the newly developed tests. The development group,
enlisted soldiers, of course, represents a restricted sample because

o they have passed enlistment standards and often have completed basic
and advanced individual training.

Differences between the target population and the sample avail-
able to us, lead to two major implications that served as general
guidelines for test development and pilot testing activities. First,
the target population includes a broad range of abilities, therefore
we attempted to develop test with a broad range of item difficulties.
And second, the the test development group, first-term enlistees,
would be of generally higher in ability than the target population.
Therefore, the overall difficulty level of the test should be somewhat
higher (i.e.,the test should be somewhat easier) than what it would
have been if we had access to an unrestricted sample of the target
population.
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Another decision to be made about each test was its placement of
the power vs. speed continuum. Most psychometricians would agree that

*' a "pure" power test is a test administered such that all persons
taking the test are allowed enough time to attempt all items on the
test, and that a "pure" speeded test is a test administered such that
no one or very few taking the test has enough time to attempt all
items. In practice, there appears to be a power/speed continuum, most
tests fall somewhere between the two extremes on this continuum.

During the preliminary test development stage, we categorized
each test as a power test, speeded test, or combination of the two
using our construct definitions. For example, using our definition of
Induction, we designed the test items to represent a very wide range
of difficulty levels and established a generous time limit such that
most subjects would have time to complete all items. Thus, measures
of induction were designed to fall on the power end of the continuum.
Our plan for measures tapping Spatial Visualization -Rotation and
Scanning differed from this in that all items were constructed to be
moderately easy but more restrictive time limits were imposed. Thus,

*. these measures were intended to fall toward the speeded end of the
continuum.

For the remaining constructs, Spatial Visualization-Field
Independence and Spatial Orientation, we designed the measures using
the construct definitions to determine the range of item difficulties

4 and to establish time limits. Following each pilot-test we examined
completion rates and item difficulty levels to assess how closely
performance on each new test matched the corresponding construct
definition with regards to speed and power components.

Evaluating the Paper-and-Pencil Tests

Four pilot test or tryout sessions were conducted at Fort Carson,
Fort Campbell, Fort Lewis, and Fort Knox. In the first pilot-test at
Fort Carson, about 38 soldiers completed each paper-and-pencil test.
The number at Fort Campbell was 57 and at Fort Lewis it was 118. At
Fort Knox the numbers were 290 for time one and 97 to 126 for time
two. Factors used to evaluate each test at one or more of these
pilot-test sessions include the following: construct validity, test
item characteristics, and test reliability. Below we present some
general findings for all paper-and-pencil tests.

One goal of the the pilot-test sessions was to verify the con-
struct validity of the new measures. Therefore, we identified pub-
flished tests that measure constructs similar to our construct defini-
tions. These published measures were included in the first three
pilot-tests. It is important to note that, in general, most published
tests or marker tests differed from the new tests in item difficulty
levels and in the specific task required. Therefore, we did not
expect a one-to-one correspondence between the new test and its pub-
lished marker test.

Very few of the newly developed tests correlated above .65 with
the designated marker; most correlations between new measures and
marker tests fell between .45 and .60. These values were as expected
given the differences in task requirements and in item difficulty
levels between the new and marker tests. Basically this information

4 suggested to us that although the tests did not duplicate their re-
spective marker tests, they captured the essence of the target con-
struct.
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Another goal of the pilot-test sessions was to assess the psycho-
metric characteristics of each new test. Following the pilot-test
sessions, then, we computed item difficulty levels and item-total
correlations for each test. These data were used to modify test items
and to adjust time limits.

Results from the first pilot test indicated that all tests re-
quired some modification. For example, completion rates, item dif-
ficulty levels and raw total test scores suggested that some of the
new measures may suffer from ceiling effects. Thus, for Assembling
Objects, Object Rotation, Path Test, and Orientation 1, we constructed
new items and adjusted time limits accordingly to obtain the desired
difficulty level. For the Shapes Test and Maze Test, we modified test
items to increase difficulty levels and to reduce the possibility of
ceiling effects.

The reverse situation appeared on one of the orientation tests,
Orientation 1. That is, item difficulty levels were low or the test
was more difficult than desired. We modified this test by adding four"easy" items and by expanding the time limit.

For the remaining measures, Orientation 3, Reasoning 1, and Rea-
soning 2 very few changes were required. For example, item analysis
data revealed that for some of the items, item-total correlations were
higher for a distractor than for the correct response. These items
were either modified or replaced.

Subsequent pilot tests indicated that the tests, in general,
required only minor modifications.

Finally, we investigated the reliability or internal consistency
and the stability of each new measure. To compute internal
consistency estimates we used a split half procedure. This included
administering each test as two separately timed halves and computing
the correlation between part one and part two for each test. The
Spearman-Brown correction procedure was then used to estimate the
reliability for the test as a whole. We estimated the stability of
each test by collecting test-retest data on a sample of about 100
soldiers at Fort Knox. A period of two weeks separated the two test
sessions.

Internal consistency and test-retest estimates for each test
appear in Table 1. Results from the Fort Lewis pilot-test indicate
that the split half internal consistency estimates range from the high
70's to the low 90's for all tests with the exception of Reasoning 2.
Test-retest estimates are lower than the internal consistency
estimates but are at acceptable levels ranging from .57 to .84. The
Reasoning 2 test once again yields the lowest value of all.

Note that in Table 1, we have also included internal consistency
estimates for the Fort Knox sample computed using the Hoyt formula.

,... and may represent overestimates for some of the more highly speeded
tests. With the exception of Reasoning 2, these values range from the

low 80's to high 90's.

Overlap Between the New Measures and the ASVAB

As we above, the major focus of this research involves
identifying and developing measures of constructs not currently

*" assessed in the ASVAB. One way to estimate the amount of overlap
between each new measure and the measures contained in the ASVAB is to
conduct uniqueness analyses. This procedure involves computing the
squared multiple correlation between each new test and the ten ASVAB
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subtests. The resulting value is then subtracted from the reliable
variance in that new measure (in this case we used the reliability
estimate computed using the split half procedure). This value
represents an index of the unique variance or variance that is
uncorrelated with scores obtained on the ASVAB. Results from this
analysis are reported in the final two columns in Table 1.

Across the ten new tests, the squared multiple correlations range
from .54 to .19. It is clear that some of these tests are measuring

a-: abilities tapped by ASVAB subtests. On the other hand, the uniqueness
estimates which range from .67 to .34, indicate that the new tests tap
abilities independent from those assessed by the ASVAB subtests.

In sum, results from the uniqueness analysis are essentially what
we would expect in assessing the amount of overlap between groups of
tests that measure cognitive/perceptual abilities. The data are
encouraging because they indicate that we are measuring ability
constructs not currently assessed by the ASVAB.
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THREE VARIABLES THAT MAY INFLUENCE THE VALIDITY OF BIODATA

Clinton B. Walker
U.S. Army Research Institute for the Behavioral and Social Sciences

This research examines the effect on predictive validity of traditional
procedures for developing and implementing suitability screens in the military.
For this paper, suitability screens in the form of background questionnaires,
or biodata, will be considered. Typically, predictor tryouts have been run on
new recruits whose subsequent performance has been tracked for the first six
months of service (Atwater & Abrahams, 1983; Walker, 1985). Item selection and
keying have then been based on the observed relation between predictor data and

N. the criterion of successful service (versus discharge for bad causes). In the
case of the U.S. Army's Military Applicant Profile (MAP), the instruments and
keys have been implemented no less than two and a half years after the tryouts.

There is reason to suspect that three aspects of this traditional sequence

- viz., testing recruits rather than applicants, tracking the cases for only

six months, and implementing long after pilot testing - adversely affect
operational validities. Since recruits and applicants are likely to differ in

* their desire to make themselves look good on self-report measures, applicants
could be expected to try more than recruits to earn high scores. As a result,
scoring keys that are developed on data from recruits may be less valid for
scoring responses of applicants. In support of this hypothesis, Means and
Heisey (1985) have found more self-serving responses in data from applicants
than from recruits.

The hypothesis that using only a six-month tenure for tracking
. success/attrition lowers validities is based on t~e following two premises.

First, more than half of attritions occur after -he initial six months
(Goodstadt & Yedlin, 1980; Hicks, 1981; Walker, '985). Second, attrition
during the first six months may not occur for the same reasons as la'-r
attrition. In the first six months recruits make their initial adjustment to
military life while undergoing entry-level training; after that they are
serving with operational units. Unfortunately, the archival codes for types of
attrition are too cryptic (e.g., "Trainee Discharge Program," "Unsuitable

.'* Unknown," ".In Lieu of Court Martial") to indicate whether earlier and later
attrition are qualitatively different phenomena. But if they are, then using a

* longer than traditional criterion period for developing scoring keys might
produce different keys.

A long lag time before implementing scoring keys is suspect because
characteristics of the applicant pool change over time. Once the predictor
data are collected for developing a biodata instrument, they may obsolesce as

* the criterion ripens. If the nature of the applicant pool changes much, then a
scoring key may lose validity before it is ever used for screening, and
continue to lose validity after implementation.

I Thanks go to Elizabeth P. Smith for advice on programming and to Winnie Young
for creating the dataset on applicants in FY 81/82 from the Project A Longitu-
dinal Research Database.
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The present research uses data from the MAP to test the effects of each of
these variables. Responses to a common set of items by contemporaneous
applicants and recruits are compared to test the effect of examinees' status.
Then, various statistics are examined over the course of years to test the
effect of time lapse on the keys' validity. Finally, the effect of duration of
the criterion period is tested by comparing the predictor responses of ex-

-'V aminees who Lere dischargee ",ithin and beyond the first six months of service.
Each of those issues is tre ced in turn below in a separate section.

Applicants Versus Recruits
Me thod

To keep from confounding the effects of examinees' status with those of
date of testing (i.e., temporal drift), it is necessary to compare contemp-
oraneous applicants and recruits. Two such comparisons are available in the
MAP data. First, MAP scores of 2,374 non-graduate applicants during FY 82 were
compared with those of 1,286 non-graduate recruits who were tested in February-
June, 1982. These recruits were the non-graduate subset of a sample of 9,603

:*. cases on whom new instruments were being developed (Erwin, 1985). Out of the
240 items in that research, 38 were chosen for use here according to these two

* criteria: they had to be on the operational form of MAP, so the applicants
would have taken them, and they must have shown validity for non-graduates in
the developmental research. These 38 were the universe of items that met both
criteria. The key for scoring had been developed on all 9,603 cases. Here the

i comparison was a t-test on the total score, 0 to 71 being the possible range.

Data for the second comparison overlap in part with the previous ones. In
the developmental work of 1982, the Item pool was administered to a sample of
applicants at 39 Military Entrance Processing Stations (MEPS) nationwide and to
recruits at all seven Army Reception Stations. Out of those groups, a respec-
tive 949 and 9,603 examinees of all levels of education, age, and gender were
retained for analysis. Retention was based solely on the availability of
individuals' criterion data in central personnel files. In the applicant
sample, 267 cases retook the instrument later as members of the recruit sample.
Presumably the presence of those cases reduces the between-group differences,
thus biasing any test against finding differences.

The vehicle for this second comparison was two 101-item forms of MAP which
* were developed on the 9,603 recruits. These forms each had 78 unique items and

23 items in common, yielding possible scores of 1 to 188 on one and 0 to 194 on
the other. Mean MAP scores and validities against the six-month tenure

"-" criterion were compared in the applicants and recruits.

Results

Descriptive statistics for the non-graduate applicants in FY 82 and the
recruits in the 1982 development sample are included in Table 1. The observed
difference in means of 10.9 points is significant (t - 52.9; P < .001) and the
effect is strong (omega square - .43). Data for applicants and recruits in the
1982 developmental project are summarized in Table 2. Applicants' total scores
were higher by 2.81 points on Form 1 and 2.1 points on Form 2. These dif-

'V ferences gave t's of 5.62 and 3.96 (p < .01 in each case). However, here the
strength of effect was less than 1% for each form. For both forms, the
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Sobserved validities were higher for recruits than for applicants. The dif-
," ference between correlation coefficients for independent groups (Guilford &

Fruchter, 1973) was computed on the validities for each form. The observed z's
of 2.51 and 1.59 had one-tailed probabilities of .006 and .056, respectively.

Table 1
Descriptive statistics for four samples of non-graduates

Date of S ta tus: Mean%
Logical role predictor Applic/ n r out of SD finish

da ta Recrui t D-71 6 mo
Develop key 1-6/82 Recr 1,286 .18 33.3 6.2 79

X-validation 10/81-9/82 Appl 2,374 .02 44.2 5.5 86
~& 0 yr drift

I yr drift 10/80-9/81 Appl 3,567 .07 44.2 5.2 86

2 yr drift 7/79-6/80 Appl 14,771 .01 28.3 5.6 86

•The "instrument" for these data was 38 items from MAP 4B which were keyed
4"• ,on the tot~al 1982 development sample of 9,603 cases and were also valid
"-' for its non-graduate subsample.

~Table 2
Descriptive data for applicants and recruits in 1982 development sample

- Form I Form 2

- s ta tus n Mean SD r Mean SD r

a,.....

.""Applicants 949 125.56 14.49 .24 123.72 15.54 .27

-,Recruits 9,603 122.75 16.64 .32 121.62 17.27 .32

.

-" Both samples include 267 cases who took the instrument a second time as
..- members of the recruit sample.

" .-. Discussion

oseBoth sets of comparisons support the hypo thn foat applicants get

segnfbcantly higher scores than recruits, even though both samples were
selected 17 h as operton the val MAP. Although the comparison of valid-
oftes favors the hypothesis, that evidence is weakened by the fact that the

recruit sample was also the sample on which the scoring key was developed.
gclNevertheless, the generalzabilty of data from recruits to applicants is not

:.' supported here.

dt RDrift in Validity

[ • Me thod

-"-':For examining possible loss of validity over time, a non-operational key
.was used that had been developed on the 1982 recruit data. The crteron was
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successful completion of the first six months of service (vs. discharge for
failures to adapt). The "instrument" consisted of the 38 items mentioned

*earlier. Meeting the criteria of being on the operational form of MAP and
being validated on non-graduates, the items could be used to compare results
for non-graduates in different year groups who took MAP before entering the
service. Three samples of such applicants were available: 2,374 in FY 82,
3,567 in FY 81, and 14,771 in 7/79-6/80. Because the 1982 key was not cross-
validated by the developer, the 1982 applicants became a cross-validation
sample. Thus, their data were used to see how much validity there was to drift
in the first place. Validities in the form of Pearson r's, mean total scores
for the 38 items, and success rates (i.e., percent of simple completing the
first six months of service) were compared over the four samples.

Results

Table i gives descriptive statistics for the recruits in 1982 and for
R. three samples of applicants. In contrast with the original value of .18,

validities for applicants in 1982, 1981, and 1979/80 were .02, .07, and .01, in
order. The key did not effectively discriminate between examinees who went on
to complete the first six months of service and those who did not: mean
differences in scores for those two criterion groups reached a maximum of .18

* SD in the three samples. Means out of a possible 71 points ranged from 28.3 to
44.2 points in the four groups, while success rates varied from .79 to .86.
Using the 1982 applicants as a basis for confidence intervals on the means, we
find significant differences (p < .001) in both the 1979/80 applicants and in the
1982 development sample. The normal approximation to the binomial found the
development sample to have a significantly lower attrition rate than the 1982
applicants (z - 12.28; p < .001), all of whom had entered the Army.

Discussion

The low validity that was observed in the 1982 applicants amounts to a
failure of the (non-operational) 1982 key to cross-validate. Thus, there was
little if any original validity that could drift. Absent drift in validity,
however, there were significant jumps in both predictor and criterion scores
across samples. If changes occur in validity over time, they could be due to
gradual trends in the population of applicants, to short range instability in
the population, or to both. It is possible that similar variability could be
found in subsamples of the 1982 recruits. In order for the 1982 developmental

* data to have any hope of producing a durable key, they would have to undergo a
legitimate cross-validation. Elizabeth P. Smith and I are now working on this
problem in-house at the Army Research Institute.

Six Months Versus Longer Tenure
Me thodS

An operational form of MAP, Form 4B, gave the data fm this analysis. Its
60 multiple choice items were validated in 1977 on 2,280 male recruits who had
not completed high school (Frank & Erwin, 1978). In content, the questions
cover experiences in school, extracurricular activities, work history, and
expectations of life in the service. The present examinees were 2,564 17-year

*O old non-graduate males. They all took MAP as a pre-induction screen in Fiscal
Years 81/82, entered the Army, and then received adverse discharges in their
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first tour. For the first analysis, examinees were split into two groups,
those discharged within the first six months of service (n=860) and those with
longer tenures (R-363 days; n-1,704). For each of the 60-items, a chi-square
test of associat~on was run on frequencies of response for each alternative by
group. Cramer's V for the items was examined as well for estimates of strength
of effects. To j~dge the potential of response choices for keying, differences

Nbetween groups in rates of endorsing individual choices were examined in items
giving a significant groups-by-response choice chi square.

A second similar analysis was done to see whether the sensitivity of bio-
data items to individual differences in adaptability is masked by lumping
successful cases with those who receive bad discharges after six months. For
this analysis, chi-square tests were run twice on the total sample of 5,941
non-graduate applicants in FY 81/82. This sample included those who served
successfully. The sample was split differently for these runs: once as all
dischargees vs. all successful cases, and once as all discharges within six
months of entry vs. all other cases. Simple numbers of significant (p < .05)
chi squares and median p values from the two splits were compared.

Results

In the analysis of dischargees, 10 of the 60 group-by-rlsponse choice chi
s square tests gave probabilities < .05. Of those, three had p's < .01.

Cramer's V for the ten items ranged from .056 to .085, while V's for seven
items with .05 < < .15 were also above .05. The median level of significance
for all 60 items was .30. In each of the ten items with the lowest p values,
the single response choice which had the greatest difference between groups in
rate of endorsement was tallied. The median of those ten maximal differences
was 4.2% (range: 3.19 - 6.78%).

In the second analysis, 13 of the chi-squares on items gave p < .01 when
-. -. the positive criterion group included bad discharges after six months. In con-

trast, when the criteron groups are pure (i.e., all bad discharges vs. only the
successful cases), the significant items rise to 25. Median values under the
two conditions are .31 and .15, in order.

Discussion

* The differences in response distributions are small for examinees who were
discharged before and after six months. Given that the significance of
chi-square is inflated by large sample sizes, and that the probability of Type
I errors is great in such a large set of significance tests, a finding of ten
items out of sixty with p < .05 is not large. Also, given the small values of
V for those ten items and the small between-group differences in response

[* frequencies, the data do not support keying the instrument separately for the
periods of initial and field service. As for causes of attrition, the very
similar distributions of predictor responses for the two groups in this dataset
do not imply that the reasons for early and late attrition differ.

Although the usefulness of keying long and short tenures differently is
[* not supported, the value of using a longer criterion tenure for key develop-

ment is. In the analyses here, almost twice as many items were sensitive to

89

-'..

ir . *



real differences in success when the positive criterion group was purged of
later attritions. The practice of developing keys on six month success
seems here to undermine the validity of the predictor.

Conclusions

We now have evidence that traditional practices in developing biodata
may have major flaws. A system for countering these problems is easy to
conceive. Starting with a validated instrument, we could continually gather
predictor scores of applicants and criterion scores of accessions. Today's
selection measures would also be used as the predictor data for a later
generation of scoring key, which would be based also on the performance
measures. Updating of keys would then be ongoing rather than rare and ad hoc,
as it is now. With ongoing updating, keys would be available after a minimal
time lag and with appropriate generalizability (i.e., from applicants to
applicants). Of course, increasing the criterion tenure would increase the
time until new keys were available, but the best tradeoff between lag and
quality could be determined empirically. Although problems in operating a

N biodata screen have been documented here, practical solutions are available.
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LEADERS' BEHAVIOR AND THE PERFORMANCE OF FIRST TERM SOLDIERS

Leonard A. White, Ilene F. Gast and Michael G. Rumsey
1

U.S. Army Research Institute for the Behavioral and Social Sciences

A large Army project is underway to validate new and current predic-
tors of first term soldier performance. A major objective of this effort
is to increase Army organizational effectiveness by improving the soldier
job match. This will be accomplished by developing a set of selection and
classification measures (predictors) and performance criteria and then
empirically demonstrating relationships between the predictors and per-
formance measures.

However, soldiers' performance on the job is not only related to the
personal characteristics which they have, but to experiences and develop-mental opportunities throughout their life-cycle in the Army. Longitudi-

nal research indicates that the quality of leader-subordinate work
relationships are predictive of job success (Wakabayashi & Graen, 1984).
Aspects of leader behavior such as providing rewards and recognition,
disciplinary practices, and inspirational leadership have been related to

* subordinates' effort and performance (e.g., Yukl, 1981).

Past research on leadership and performance has generally omitted the
influence of ability or the potential interactive effect between individ-
ual aptitudes and leadership on job proficiency and performance. Some
investigations (e.g., Barnes, Potter, & Fiedler, 1983) have suggested that
the prediction of job performance from general ability is moderated by
leadership. Other researchers (Schmidt & Hunter, 1977) have argued that
the relationship between general ability and performance is stable across
time and situations for similar jobs.

To summarize, the model examined in this research assumes that job
performance is influenced by a new incumbent's capabilities measured prior
to enlistment and characteristics of the work environment. Within this
framework the present research uses data from Project A to: (a) examine

relationships among leader actions and subordinate performance, and (b) to
explore possible moderating effects of leadership on the correlation be-
tween general cognitive ability and job performance.

METHOD

Research participants were 696 first term soldiers in five military
occupational specialties (MOS); 1-6 infantrymen (MOS 11B), 139 armorcrewmen (MOS 19E), 125 radio teletype operators (MOS 31C), 141 light wheel

* vehicle mechanics (MOS 63B), and 135 medical care specialists (MOS 91A).

"The views expressed in this paper are those of the authors and do not

necessarily reflect the views of the U.S. Army Research Institute or the
* Department of the Army.
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Of these soldiers, 88.5% were male and 11.5% were female; 28% were black,
3% were hispanic, 640 were white, and 5% other. Soldiers' report of work
experience in their unit ranged from 2 months to 49 months (median=one

year).

Instruments

The first step in this research was to develop measures of leader
behavior and soldier performance on the job.

Supervisor behavior rating scales. Critical incidents workshops were
conducted with 80 NCO in the five target MOS. These NCO generated a total

of 474 examples of leader behaviors thought to influence soldier perform-
ance. Classification of the incidents by two of the authors and 31 NCO
familiar with Army leadership requirements led to the identification of 9
categories of leader behavior (White, Gast, Sperling, & Rumsey, 1984). At

". least 5 and no more than 8 items were written to represent important

leader behaviors in each category (e.g., Your supervisors are hard to find
when you need them). These procedures resulted in a 60-item question

naire. Responses to each item were made on a 5-point scale from very seldom

* or never (I) to very often or always (5).

Job performance rating scales. To develop these scales, critical
incident workshops were conducted in which NCO provided examples of effec-
tive (as well as ineffective) soldier performance. The number of NCO and

examples provided were as follows: MOS 11B, 51 NCO's, and 906 incidents;

MOS 19E, 43 NCO's and 798 examples; MOS 31C, 45 NCO's and 830 incidents;
MOS 63B, 49 NCO's and 882 incidents and; MOS 91A, 42 NCO's and 783 inci-
dents. A variant of the behaviorally anchored rating procedure (Smith &

Kendall, 1963) was used to develop behavior-based rating scales for each
job. The resulting rating form for each job consisted of seven to ten
7-point behavior summary scales.

SArmy-wide performance rating scales. To prepare these scales, 77
NCO's and junior officers working in a wide variety of Army jobs generated

1,215 behavioral examples. The examples represent those aspects of sol-

dier effectiveness that contribute, broadly speaking, to organizational
effectiveness, such as following orders and regulations. The target cri-

* terion space for these scales went beyond job performance to include as-
pects of socialization and commitment to the organization. Eleven 7-point
behavior-based rating scales were developed for each job.

Hands-on, task proficiency tests. For each of the jobs, 5-8 critical

tasks were identified to represent the MOS-specific task domain. Multi-
* step task proficiency tests were prepared for each task. Each step of a

task was scored pass or fail. A score for each task was computed by
calculating the proportion of steps passed and the task scores were aver-
aged to yield an overall hands-on test score.

Job knowledge tests. Through job analysis, important knowledge areas
* were identified for each of the five jobs. With the help of subject mat-

ter experts, items were written to tap these knowledges. For each sol-
dier, the percentage of correct items was the overall job knowledge test

score.
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General cognitive ability. The Armed Services Vocational Aptitude
Battery yASVAB) was administered to all participating soldiers prior to
entering military service. The ASVAB, which consists of ten subtests, is
used for selection and occupational classification. A composite measure
of four ASVAB subtests, known as the Armed Forces Qualification Test

*(AFQT), was used as the measure of general cognitive ability.

Procedure

Raters were trained to use the behavior-based rating scales. After
training, supervisors in groups of 3-15 evaluated their subordinates on
the Army-wide and job performance rating scales. The mean number of
supervisor raters/ratee ranged from 1.66-1.83 for the five MOS. Ratings
were averaged across supervisor raters to form an overall job performance
rating and an Army-wide effectiveness rating for each ratee.

The first term soldier (ratees) completed the supervisor behaviorrating scales, and were also administered tests of job knowledge and

hands-on, task proficiencies.
0

RESULTS

-• "Principal components factor analysis was used to examine the

%: %, d'mensionality of the supervisor behavior rating scales. Varimax and

promax solutions were computed and the interpreta tion restricted to fac-
tors appearing in both solutions. Comparison of the rotated structures

C, yielded eight factors with eigenvalues greater than one. Items loading
above .4 on one and only one factor were interpreted as measuring the

C, factor. Items with weak loadings on all factors or similar loadings on
two or more factors were not used to measure any factor. Factor score
estimates were computed by unit weighting and summing individual's re-
sponses to the set of items representing each factor. Table 1 presents

% the intercorrelations among the estimated factor scores.

-p,

Table

IctecczeatifleAaona LoaderabliD Scales and S-jaar Statlstlcs.

C, 
o. of Scale Std.

Scale 2 3 4 5 6 7 a 9 ltems, laa De,.

0. Support/Thap1retion .69 .64 .48 .64 .53 .72 .58 .68 .-90 9 21.2 1.5

2. nforalag .78 .54 .49 .53 .54 .48 .s0 .79 6 19.0 4.8

5. Pairsase .74 .47 .46 .40 .31 .36 .67 S 16.5 4.3

4. Partlcipation .70 .44 .60 .4 .56 .76 4 13.4 3.4
.55 .47 .40 .39 .67 3 9.9 2.5

.Performce CoatieelC105 .73 .55 .63 .60 4 12.9 3.1
6. lol* Clarification
7. leseulte Orentation .56 .59 ." 3 9.4 2.2

.72 .77 5 14.7 3.9
a. Trainn a d eelp .94 39 123.1 26.1[.'. ",S. Total

[. %, Voteo. Insternal comaltosc-y rollabilitiee are proet od an the diagonal.

r:'2.95

0
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% Correlations of hands-orn and jot knowledge test scores, jet perform-
ance ratings, and the Arm'-wide effectiveness rat,-g with the leader be-
havior scales are presented in Tate 2. Res'ults are shcun separately for
each of the five sobs. A mean correlation r/ across the five jobs was
computed by weighting each correlation by its associated sample size
(Hunter, Schmidt, & Jackson, 1982). The highest correlaticns were

Table 2

Corre:atics between Lead.rship Sca~es and Criteriot Nesa.res by Arai Job

Leaersmhip Scale

Job I 2 3 4 5 6 7 B Total
Scale

Hatsd-ou Task Proficiency

I .0 .03 .19 .24a .17: .25" .10 .11 .18
19E .14 .11 -. 01" .14 .24 .11 .18 .23 .22
31C .02 .00 .15 .is .02 .08 .03 .15 .09
63B .12 -.05 .i0 .06 .00 .05 .08 .12 .09
91A -.05 -.14 -.12 .020 -.04 -.o06 -.09 -.0o -.100
r .05 -.02 .08 .13 .07 .09 .05 .10 .09

Job Knowledge

11B -. 01 -. 17 .02 .13 .03 .15e  .09 .12 .03
19E -.o3 -.03 .05 .0% .06 e  -.130 -.02 -.03 -.04

. 3 .17 .11 .12 .30 .2E. .23 .12 .17 .22
6B -. 05 -. 04 .05 .05 .20 -. 05, .01 o  -. 060 -.01
!A 2, -.12 -.10 -.01 -.01, -.11 -.is -.22 -.23 -.13

7r -.01 -. 06 .04 .09 .06 .00 .00 -.01 .0"

Job Perfo-aance Rating

11B .12 .01 .05 .23 .06 .21 .10 .03e .13
19K .11 .04 .09 .16 .060 .05 .1 .21 .3
31C .21 .01 -. 04. .12 .200 .17 .02 .07 .14e
63B 17 .08 .23 .06 .20 .07 .07 .08 .1
91A .08°  .7 .05 .110 .00e  .084 -.12 .01 .030

7 .13 .04 .08 .14 .11 .11 .04 .08 .12

Army-Wide Performance Rating

I1 .17 °  .06 .04 .23 12, .20 .11 .07 .17o
192 .12e  .02 .07 .14" .22e .10 .140 "15 .15"

- 31: .41 .19 .12, .34 .32# .32 .18 .24 . o
633 .20, .13 .30 .11, .19 .06 .04 .08 .21
21A 17" 0% 140 .20, .079 09 -.09 "L7* 12'
r .21 .09 .1, .20 .8 .15 .07 .12 .20

lot*. Leadership @Coles: i (Support); 2 (inormin~g); 3 (?airnoe); 4 (Participation);
5 (Performanee Contingencies); 6 (Role Clariication); 7 (Results Orientation);

* 8 (Training 4 Development); 9 (Total).
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[ - obtained between perceptions of leader behavior and the Army-wide effec-
tiveness ratings. Within the set of Army-wide performance dimensions,

I strongest relationships were obtained between supportive and participative

leadership and ratings of subordinate adherence to regulations and will-
ingness to provide extra effort when needed. Statistically significant
but low correlations between leader behaviors and job proficiency were

.evident in the two combat MOS.

, i!Hierarchial regression analysis was used to estimate the relationships

of cognitive ability (i.e. AFQT score), leadership climate, and their
btinteraction to job proficiency and performance. The AFQT score was en-

~tered first in the regression to assess the contribution of mental ability
at the tings. ithin te to later job performance. Then, leadership andthe ability X leadership interaction were entered to assess post-enlist-

ment leader influences on performance and the utilization of ability on
the job. In the regression model leadership was represented by the sum
of scores on the 8 leadership scales. The criterion variables were job
formance and Army-wide effectiveness.

Of interest here, results of the regression analyses revealed no
cstatistically significant increase in due to inclusion of the ability X

leadership interaction in the model. In each of the five jobs, the high-
est multiple correlations were obtained for prediction of job knowledge

- with R=.30, to .60, all k<.O5-- This effect was primarly attributable to
t the influence of general ability on job knowledge. Leadership and cogni-
tie ability had significant independent effects on task proficiency in
the infantryman and armor crewman jobs with, respectively, R=.28, P<.o5,hand R=.37 p<.5. However in MOS 91A and M S 63B R2 for the prediction

of task proficiency from the independent variables failed to reach Sig-
oldnificance. With respect to supervisory ratings of job performance abil-

' ity and leadership and their interaction accounted for less than 5% of the
- variance in this criterion. Leadership showed several significant corre-

ftons with Army-wide effectiveness ratings at the zero-order level,however the R for this criterion achieved significance only in the ra-

dio-teletype operator job, with =.37, E<.w5. Correlations between cogni-
tive ability and the Army-wide effectiveness rating ranged from r -.28 to

',.' .03.

DISCUSSION

" ' "The present research explored relationships between leadership, cog-
nitive ability, and the performance of first term enlisted soldiers. Re-
dsults far the five Army jobs examined here support the conclusion that

general ability and leadership behavior have independent effects on per-
formance. However, each appears to contribute to effective soldiering in

Sdifferent ways. Leadership, as perceived by the subordinate, had the

-,.. strongest effect on the motivation-related, dependability facets of per-
formance measured by the behaviorally based rating scales. General cogni-
tive ability contributed to performance by enabling enlistees to learn the

h efacts and procedures required to perform their jobs.

dio-tlNo evidence was obtained indicating that relationships between

- general ability and job proficiency and performance are moderated by
:'-' "leadership influences. This finding supports conclusions by Schmidt and

! /97
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Hunter 977, that the validities of cognitive tests are similar across
situations for the same job. Correlations between general cognitive abil-
ity and each criterion measure did vary somewhat across jobs, but almost
all of the variation was attributable to sampling error.

The relationships between leadership and performance reported here
should not be interpreted as indicating that leadership behavior "causes"
performance. Leadership effects on performance may be understood in terms
of exchange theory (Graen, 1976) which views the interaction between
leader and subordinate as a reciprocal influence process that develops
over time. Subordinates who are perceived as willing to work hard and
support the mission will be evaluated more favorably by their superiors.

in return for their support, these soldiers are likely to receive more
individualized attention, information, and other resources from their
supervisors; which, in turn, serves to reinforce and sustain subordinate
effort.

The results reported here are largely exploratory. Future data col-
lection and analysis will provide an opportunity to confirm the leadership
factors and to examine potential moderating effects of leadership behavior
on a broad range of soldier aptitudes and characteristics.
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Vocational Interests as Predictors of Army Performance
1

Hilda Wing
U.S. Army Research Institute

Bruce N. Barge and Leaetta M. Hough
Personnel Decisions Research Institute

In: Elements of a Military Occupational Exploration System
Military Testing Association, October 1985

San Diego, California

Measures of vocational and occupational interest have been used in
selection for Army enlisted occupations for many years. In this paper we
will describe how such measures have been used in the recent past, review
current Army research which will link such measures to performance in Army
jobs, and identify critical issues that must be resolved in order for
interest measures to be effective in a selection and classification pro-
gram.

The Army's Use of Interest Measures in Selection/Classification

Use of vocational interest measures for classification into Army
training was part of the Army's selection and classification for enlisted
personnel from 1958 until 1980. The Army Classification Batteries, fol-
lowed by the Armed Services Vocational Aptitude Battery (ASVAB) Forms 6

" and 7, included forms of the Army Classification Inventory (ACI), which
" contained sentences describing activities with which ar. applicant could
. agree or disagree. Four scale-scores were obtained from each applicant:

Combat, Administrative, Mechanical, Electronics. These scale-scores were
incorporated with ASVAB cognitive ability subtest scores to produce Apti-
tude Area (AA) composites. For example, the Combat AA included both abil-
ity and interest measures. Empirical data supporting this use had been
provided by the developers of ACB-73 (Maier & Fuchs, 1972). Interest
measures were dropped from the Army enlisted classification system with
the introduction of new ASVAB forms in October of 1980.

* The Army's current Project A is, among other things, the largest
selection and classification research effort to date. The initial func-
tion of Project A is to validate the ASVAB against Army performance. An
additional aspect of Project A's mission is to develop new predictors
which will cover attributes that the ASVAB does not. ASVAB is more than
adequate for selection into Army training (McLaughlin, Rossmeissl, Wise,

* Brandt, & Wang, 1984). What we are more concerned about is classification
and, in addition, performance on the job, successful completion of the
first tour, and reenlistment eligibility. To that end there has been

IThe views expressed in this paper are those of the authors and do not
*necessarily reflect the view of the U.S. Army Research Institute or the

Deparment of the Army.
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developed an evolutionary model of predictor space. This model conceives
of predictor space as having three components. First, the cognitive-

4perceptual component includes measures of verbal, quantitative, and spatial
abilities. Next, the perceptual-psychomotor component includes perceptual
speed and accuracy, short-term memory, multi-limb coordination, and move-
ment judgment. We have developed a mini-battery for this component which
is administered on an IBM-compatible microcomputer with a custom-designed
response pedestal. Finally, the non-cognitive component covers both
biographical/temperament (personality) and vocational interest measures.

WThe evolution of this model of predictor space has been firmly an-
chored to data, as follows. Project A has so far completed research on a

first cohort of Army enlisted personnel, those entering in FY 1981 and
&1982. The second cohort includes those soldiers who entered the enlisted

service during FY 1983-1984. It includes both longitudinal and concurrent
components; the longitudinal is included in the concurrent. For the lon-
gitudinal effort, we developed our first test battery, the Preliminary
Battery, from readily available, off-the-shelf paper and pencil measures
of cognitive and non-cognitive attributes. We administered the Prelimi-
nary Battery prior to training, to soldiers in four selected MOS, from

* October 1983 through June 1984. This year we obtained measures of train-
ing success and early attrition for this sample.

This summer, we are testing the concurrent component of this 1983-84
cohort with a second, new battery, in conjunction with a full complement

S." of performante. measures. We have added another 15 MOS, and the percep-
tual-psychomotor component of predictor. space is being evaluated with
micro-computers. Data collection should be complete by late November,
1985. While we have no analyses completed for what we are calling the
Trial Battery, we do have some information about its immediate fore-run-
ner, the Pilot Trial Battery.

A complete longitudinal effort is planned for the FY 1986-1987 co-
hort, to begin sometime next year. There will be the Experimental Bat-
tery, which will be much like the Trial Battery, to be administered to

o, soldiers entering training in each of our selected MOS. Subsequently, we
will be administering the appropriate performance measures to these sol-

N diers. At the same time, we also plan to evaluate the performance of
0 second-tour members of our 1983-1984 cohort.

Results for the Preliminary Battery

The Preliminary Battery included the Air Force Vocational Interest
Career Examination (VOICE), which assesses 18 basic interests (Alley &

%" Matthews, 1982). Because of the research on the Holland hexagonal model
of vocational interests, we investigated its appropriateness. We fac-
tor-analyzed both the items and scales of the VOICE. We were able to

recover the 18 basic interest scales quite nicely from the item factor
analyses (Hough, Dunnette, Wing, Houston, & Peterson, 1984). We were able
to find the Realistic group of occupational interests, but all the others

* clumped mostly into one group. In hindsight this made perfect sense. The
majority of occupations in the enlisted military service are Realistic in
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nature, as they are jobs in the skilled trades. There are a handful of
Investigative occupations, some Conventional, and some Social occupations.

For virtually no occupation in the enlisted ranks does the Artistic or
Enterprising label fit.

What evidence was there of criterion-related validity for these in-
terest measures? Available criteria were existing training grades and
early attrition (status as of December 1984, or an average of one year of
service). For training, the cognitive tests of the Preliminary Battery
appeared to have some predictive power, although the coefficients were not
large and not much larger than those obtained for the ASVAB. The attri-

* tion analyses are currently incomplete. This criterion will be especially
hard to predict because the early attrition was fairly low, about eight
percent. While some of the VOICE scales were significantly related to

attrition in each of the four MOS, the correlations were quite low. The
coefficients for some of the biodata/temperament scales, which evaluated
aspects of socialization, were higher than those for interests. The do-
main of causes for discharge in the Army extends from "disciplinnry"
through "for good of service" to "unsuitable unknown." It is likely that
early attrition in the Army, particularly that through the Trainee Dis-

* charge program, may be more disciplinary than anything else. Thus, the
predictiveness of the socialization scales is understandable.

The VOICE scales were not related to any great extent with the other
weasures evaluated, including the ASVAB. It is likely that as various
criteria mature (later attrition, re-enlistment) or are administered as
part of the Project A data collection (commitment, effectiveness), these
early measures of vocational and occupational interests will have a better
chance to demonstrate what they can do.

' Results from the Pilot Trial Battery.

The Pilot Trial Battery was field tested during the fall of 1984.

Soldiers supplied data to evaluate the properties of the battery, includ-
ing test-retest stability. We called our interest measure here the "Army
VOICE," or AVOICE. We obtained this by starting with the VOICE, cutting
back items on most of the 18 scales while adding scales for Army interests

which are not duplicated in the Air Force, such as Infantry, Armor/Cannon,
* Science/Chemical Operations.

Psychometrically, the new instrument worked well, except that the
factor analyses yielded the same pair of factors as before. For the Pilot
Trial Battery, these factors appeared to be described better as "Combat"
and "Combat Support," rather than "Realistic" and "Non-Realistic." This is

0 a matter of taste rather than substance, as there is confounding of terms.
The Combat occupations are Realistic while the Combat Support occupations
cover the other five corners of Holland's hexagon. But, this is, we judge,
the occupational reality of the Army enlisted world. The reliability and
stability of the interest scales were excellent, in the .80's and .90's.
There were no performance criteria available for this sample, but we did

* inspect the overlap of the interest measures with the remaining components
of the Pilot Trial Battery and the ASVAB. The intercorrelations between

VO AVOIC' scales and other scales were generally low.
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Preparing the Trial Battery from the Pilot Trial Battery consisted
mainly of cutting back, so that a 6-7 hour battery was reduced to one
requiring less than four hours. The AVOICE in the Trial Battery being
administered now includes 176 items and takes about 15-20 minutes to ad-
minister. It will provide scores for interests in 22 Army occupations.

Issues in the Operational Use of Interest Measures in Selection and
., Classification

We see at least five major. issues to be confronted in determining
when and how to use measures of vocational interests in selecting and

classifying for military enlistment. The first four are clearly technical
'N while the last is more of a policy issue which can be informed by our
N technology.

First, the complete hexagonal model of Holland's vocational interest
theory appears to be inappropriate for predicting performance in Army
occupations. We tend to forget the context-sensitivity of models. The
domain of Army joos maps onto only a portion on the theorized hexagonai
interest space, mainly that corner called Realistic. All of the other Army

* jobs, which could be characterized as involving interests from the Inves-
tigative, Social, and Conventional corners, appear to clump together. At
this time we do not know whether this simple differentiation will provide
all the predictability possible, given the available criteria, or whether
further distinction into occupational scales will be warranted. But, it
is clear that approaches using a complete Holland model will have limited
applicability for the spectrum of Army enlisted occupations.

Second, the selection of appropriate criteria for vocational inter-
ests to predict is a major concern. Should criteria be those we consider
as maximal effort, such as job knowledge tests and hands-on measures? Or
should they be typical effort types of measures, such as motivation? We
really need to know more about these criteria. One of the goals of Pro-

., ject A is to improve our conceptual understanding of the criterion space.
This is clearly a worthy and necessary goal.

'N Third, how should predictors and criteria be used? The primary func-
tion of any interest measure is to direct the individual towards some

* occupations and away from others. That is, the object is classification.
Regardless of the specific criteria, there are questions about the form of
the predictors to use. Should we use scores from occupational scales, or
should we use factor scores? Should we use single scores, or do we need
to investigate configurations, or profiles? How should we combine inter-
est measures with measures from other domains, such as the cognitive? It

0 could be that positive interest in a specific area can compensate, to some
extent, for lower ability for that area (Matthews, 1982). What are the
characteristics of the sample sizes, the psychometric properties of the
measures, that must be present for us to be able to make any kind of de-
finitive statement concerning such claims?

O Fourth, what exactly are we trying to predict: Success or avoidance
of failure? This is the more complex issue concerning the fact that the
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Army, and perhaps most employers in general, cannot always use people in
what those people are best at. For example, one of the MOS in Project A
is the Combat Medic. We have administered a complete battery of perform-
ance measures to several hundred Combat Medics so far in addition to the
Trial Battery. However, at this point in time the United States is cur-
rently not in any general armed conflict, and there is little opportunitJ
for these soldiers to practice their training in any realistic environ-

- ment. Some of them may be working in maternity wards while others spend
most of their time in the motor pool. We find it difficult to understand
exactly how an interest in medical activities, absent other information,
will be predictive of important criteria for these soldiers. Other exam-
ples are possible. How should interest measures be used in such cases?

'The fifth and final issue concerns where in the enlistment process is
it most appropriate to use interest measures? In the All-Volunteer Army,
they may be more appropriately used by the recruiter. Should they be used
in a mandatory or advisory way? Perhaps this is a technical question as
much as are the other four: Are interest measures more predictive, of
whatever criteria we can come up with, in whatever psychometric fashion
determined effective, when these measures are used in an advisory fashion

* rather than a mandatory one?

This report has provided a brief description of how the Army is in-
vestigating the use of. vocational interests in predicting performance in
Army jobs. Project A will be providing vast amounts of data which will
better inform our use of these measures. However, this use may be com-
plex. The empirical data will, we trust, point us towards better use.
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.INTRODUCTION

The Army Research Institute for the Behavioral and Social Sciences

- (ARI) initiated Project A, a nine-year research program intended to link

selection and classification standards to job performance. The primary

goal of Project A is to achieve increased Army effectiveness through im-

proving the soldier-job match. This goal will be accomplished by develop-

ing a comprehensive set of selection and classification measures (pre-

dictors) and performance criteria, and empirically investigating correla-

tions between these predictor and performance measures.

This paper explores relationships between different kinds of criterion

measures in a large sample (N - 5021) of first-term soldiers in nine Army

jobs. Performance rating scales, hands-on task proficiency measures, and

job knowledge tests were all developed in Project A and administered during

this large-scale concurrent validation (CV) data collection. Relationships

between scores on these different criterion measures and between criterion

The research reported was sponsored by the U.S. Army Research Institute for

'--, the Behavioral and Social Sciences, Contract MDA 903-82-D-0531. Prepara-

tion of this paper was supported by the Air Force Human Resources Labora-

tory, Project 744-043. Views expressed in this paper are the author's and

do not necessarily reflect the views of the U.S. Army Research Institute or

.. the Air Force Human Resources Laboratory.
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scores and predictor data shed light on what each criterion is actually

measuring. The purpose of this paper, then, is to examine between-cri-

terion measure and predictor-criterion relationships and to interpret these

with the intention of learning more about what scores on the criterion

measures really mean.

METHOD

Description of the Performance Measures

A complete description of performance criterion development work can

Abe obtained from other Project'A reports. This work included developing

the following measures: (1) Army-wide rating scales relevant for evaluat-

* ing soldiers in any first-tour Army job (Borman, Motowidlo, Rose, & Hanser,

1984- Borman & Rose, 1986); (2) job-specific rating scales (Toquam,

McHenry, Corpe, Rose, Lammlein, Kemery, Borman, Mendel, & Bosshardt, 1986);

and (3) hands-on proficiency measures and job knowledge tests (Campbell,

Campbell, Rumsey, & Edwards, 1986). The Army-wide scales were developed

using behaviorally-anchored rating scale methodology (Smith & Kendall,

1963), and focus on performance dimensions relevant to any MOS (e.g.,

following rules, regulations, and orders; maintaining equipment). The job-
7-w

-P specific scales were developed in the same manner; they focus on perfor-

* mance areas more narrowly relevant to a particular job (e.g., loading cargo

and transporting personnel-motor transport operator). Finally, hands-on

task proficiency measures tap skills in actually completing important tasks

relevant to a job, and the job knowledge measures contain paper-and-pencil,

multiple choice items assessing knowledge about how to perform the same

important tasks.
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Administration Procedures

N, Subjects in the research were 5021 first-term soldiers in nine dif-

ferent Army jobs. Table 1 contains a brief description of the sample.

The rating scales were administered to groups of 15 or fewer peers or

supervisors of the target ratees after they were trained using a combina-

tion error and accuracy training approach (e.g., Pulakos, 1984). On av-

erage, 1.90 supervisor raters and 3.26 peer raters per ratee provided these

performance evaluations on the Army-wide and job-specific behavior based

rating scales.

Hands-on task proficiency was assessed by administering to each sol-

dier in the sample 15 individual work samples representing 15 of the most

important tasks for that job. Experienced job incumbents or supervisors

were trained as hands-on scorers, and used a relatively objective checklist

to evaluate each soldier on each work sample task associated with that job

(Campbell, Campbell, Rumsey, & Edwards, 1986). Job knowledge tests, one

for each job, were administered to groups of 15-20 soldiers.

In addition, a specially-developed temperament survey (Hough, Barge, &

Kamp, 1985) was administered to all soldiers in the sample. Finally, AFQT

scores were available on a data file for a large percentage of the sample.

Data Analyses

For the rating measures, factor analyses were conducted to reduce the

number of rating variables to consider. In the case of the Army-wide

scales, three varimax-rotated factors were obtained and labeled: (1)

Technical Skill, Effort, and Leadership; (2) Discipline; and (3) Military

Bearing. We formed unit-weighted composites of the ratings for dimensions

loading on each of the factors. Factor analyses of the job-specific rat-

ings yielded results that were difficult to interpret. Accordingly, for
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fTabl e 1

Sample Sizes by Job

Job or MOS N

Infantryman 679

Cannon Crewmember 638

Tank Crewmember 490

Radio Teletype Operator 349

Light Wheel Vehicle Mechanic 597

Motor Transport Operator 646

-ft. Administrative Specialist 460

.f- Medical Specialist 481

'f Military Police 681

5021
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each job, a unit-weighted composite of ratings on all the job dimensions

was derived. Likewise, a single hands-on test score was formed by comput-

ing the percent of test steps completed correctly and a total percent items

co' ect score was computed for the job knowledge tests. The temperament

scales were also factor analyzed, resulting in three summary dimensions:

(1) Surgency; (2) Socialization; and (3) Emotional Stability. Unit-weight-

,/ ed composites were derived the same way as they were for the Army-wide

rating scales.

Interrater reliability coefficients were computed both within rating

source (e.g., peers) and across the peer and supervisor sources. Coef-

ficient alpha reliabilities were derived for the hands-on and job knowledge

* tests.

Ratings and the objective criterion measures were intercorrelated to

evaluate relationships between different methods of assessing performance

and to help interpret the meaning of scores on the various performance

measures. Also, predictor data on cognitive and non-cognitive scales were

available for members of the sample, and correlations between selected

predictor scale scores and the different performance criteria also helped

to interpret the meaning of performance scores.

* RESULTS

Reliability Estimates for the Criterion Measures

For the -atings, interrater reliabilities (intraclass correlations)

• within rating source are in the mid 40s for peers and approximately .50 for

supervisors. Intraclasses for peer and supervisor ratings pooled across

sources are .55 - .60. For purposes of the correlational analyses con-
4-.,

• ducted here, peer and supervisor ratings were pooled. Internal, coef-
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ficient alpha reliabilities for the hands-on, task proficiency tests rarge

from the 60s to the 80s, and the same kind of reliabilities for the job

kn wledge tests are in thie 80s and 90s.

Relationships Between Criterion Measures

Table 2 presents correlations between the different criterion mea-

sures. The correlation between the two relatively objective criteria,

hands-on test performance and job knowledge test scores, is .36, whereas

relationships between the ratings and the objective criteria are uniformly

lower (e.g., .13 and .21 between the composite overall effectiveness rating

and, respectively, hands-on and job knowledge test scores). Some construct

validity for the rating category composites is derived from the fact that

Technical Skill, Effort, and Leadership correlates higher with the ob-

jective, maximum performance measures than do the other two categories that

conceptually have little relation to the technically-oriented skill and

knowledge elements of the objective criteria. However, these correlations

only reach .25 and .16 between the Technical Skill, Effort, and Leadership

rating composite and, respectively, job knowledge and hands-on test perfor-

mance.

Relationships Between Predictor Measures and Criteria

Table 2 also reports correlations between temperament and ability

predictors and each of the criteria. The AFQT total score, a measure of

general cognitive ability, correlates highest with job knowledge test

scores. This predictor correlates low positive with the ratings of the

.individual categories; the highest relationship is with Technical Skill,

Effort, and Leadership (r = .14).

On the other hand, the personality predictors are related more highly

to the ratings, mostly in the mid-20s for the Surgency and Socialization
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Tabl e 2

Correlations Between Predictor and Criterion Measures

(N = 4500 - 5000)

Criteria 1 3456 8 9 10 11

1. Technical Skill, Effort, --
and Leadership

Discipline 73 --

3. Military Bearing 60 51 --

4. Overall Effectiveness 86 74 63 --

5. Overall Job Performance 77 56 49 72 --

6. Job Knowledge 25 18 02 21 22 --

7. Task Proficiency 16 06 02 13 17 36 --

Predictors

8. AFQT 14 10 -05 11 10 42 10 --

9. Surgency 28 15 25 26 20 09 03 13 --

10. Socialization 25 31 24 26 15 11 -04 08 63 --

11. Emotional Stability 16 12 15 16 14 12 03 16 57 45--

.:.-.
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composites. Correlations between personality variables and the objective

criteria are much lower.

DISCUSSION

The pattern of correlations between predictors and criteria provides

more information about what these various criteria are measuring. The job

knowledge criterion is likely tapping elements of maximum performance, "';he

"can-do" component of effectiveness. A comparatively high correlation with

the AFQT predictor further suggests that the job knowledge criterion is

reflecting in part a narrower cognitive learning ability aspect of perfor-

mance.

Moderate sized correlations between the temperament factors and rat-

ings, along with lower such relationships for the objective criteria,

suggest that the ratings might be measuring more the motivation-related,

effort and hard work components of performance. The highest correlations

V between individual temperament scales within these composites and overall

effectiveness are with work orientation, conscientiousness, and nondelinq-

uency. This further suggests that ratings are tapping the "will-do, try-

.K hard "good citizen" elements of work performance. Referring to the Pr'for-

mance = Ability x Motivation formulation, the job knowledge test is li fly

' measuring the former and ratings the latter. It should be noted that th~ese

results are very similar for peer and supervisor ratings taken separately.

It is not clear from Table 2 data what the hands-on task proficiency

tests are measuring. Correlations between scores on these tests and all

other variables are quite low, with the exception of the .36 correlation

with job knowledge test scores. One possible reason for this finding is

*i that analyses were conducted across all nine of the jobs. Different dif-
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ficulty levels of the proficiency tests for different jobs could artifac-

tually reduce these across-job correlations. The same possibility holds
for the job knowledge tests. These possibilities will be explored.

Overall, the different measures of job performance employed here show

little --.vergence across methods. This could be interpreted as a trouble-

some finding, with error of measurement reducing the between-method re-

lationships to rather low levels. However, data and arguments presented

above suggest that the various methods are likely tapping largely different

elements of performance. Each method may in fact be measuring its own

criterion domain with considerable validity. Campbell, Dunnette, Lawler,

and Weick (1970) and Borman (1974) argued that ratings from members of

different organizational levels might not agree very closely and yet each

.. source could be providing valid depictions of ratee performance. Extending

this argument to multiple methods of measuring performance, lack of con-

vergence across methods may be due in part to the different methods' focus

on different aspect of performance.

It should also be noted that confirmatory factor analyt c work is

- proceeding in Project A to form criterion constructs that depict the struc-

ture of the latent and observed variables using the measures described

above as well as additional criterion measures (Campbell, 1986; Wise,

Campbell, & Hanser, 1986). This important work is resulting in summary

.. performance constructs that can be used to efficiently and effectively

examine predictor-criterion links in the Project A data. Also, path analy-

sis is being employed to examine further the relationships between dif-

ferent criterion constructs and between cognitive and temperament predictor

factors and criterion measures (White, Borman, Hough, & Hoffman, 1986). In

sum, patterns of correlations between criterion measures and between var-
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", ious predictors and criteria in the present research are providing evidence

, related to what the different criterion methods are actually measuring.
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Standard Setting Procedures: Army
Enlistment Standards and Job Performance

Jane M. Arabian i and Lawrence M. Hanser
U.S. Army Research Institute

Alexandria, Virginia

I Introduction

The Army Research Institute is currently engaged in a large-scale,

multi-year research project to improve the Army selection and classifica-

tior. system (Project A, "Improving the Selection, Classification and Uti-

lIzatior of Army Enlisted Personnel") and, thereby, increase the overall

* effectiveness of the force. The research is aimed at developing comprahe.-

sive selection and classification procedures to predict validly perform-

ance in Atrmy training and occupational specialties.

A number of performance measures, including measures of training suc-

cess, service-wide performance, and NOS-specific hands-on performance,

, were developed. The Army's rationale for developing multiple measures of

j b perfoxmence is based upon the knowledge that a soldier's job is multi-

faceted (i.e., many different kinds of tasks are involved) and there are

V..? mul2tiple aspects to job performance (e.g., initiative, obedience, etc.)

Therefore, in order to obtain information about the domain of job perform-

V, ance behaviors, the Army's research project has developed different kinds

of tests to assess these different aspects of job performance. Composite

"The opinions, views and conclusions contained in this document are those
of the author and should not be Interpreted as representing the official
policies, expressed or implied, of the U.S. Army Research Institute for
the Behavioral and Social Sciences or the Department of Defense or the
United States Government.
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scores, based on constructs derived from the performance measures, will be

used as indices of job performance.

Preliminary analyses of field test data and other research lead to the

expectation that data from the concurrent validation phase of the project

will result in positive correlations between predictor and criterion meas-

ures of performance. This Information, however, will not lead directly to

the setting of enlistment standards. ,hile It is possible to use cost
ii

trade-off models for selection and classification systems once a perform-

ance objective is determined, such models cannot identify the required

performance objective. Some other method is needed to define performance

% requirements or standards before reasonable enlistment standards can be

'C' established.

To determine whether existing methods could be used to set job per-

formance standards in the Army, the literature review in Appendix A was

conducted. It is in the form of an annotated bibliography summarizing the

content of each reference. While the bibliograph) is not intended to be

exhaustive, it is representative of the published literature. Table 1

presents a listing of the bibliographic references and indicates the broad
V"

categories that reflect the content of each reference.

Overview of Standard Setting Procedures: General Issues

The majority of the references present definitions of Ltar.dard setting

and descriptions of various procedures that have been developed. The

article by Glass (1978) describes a variety of standard setting methodclo-

gies. In addition, there are individual references for methodologies

developed by Angoff (1971), Jaeger (1976, 1982, 1984) and Nedelsky (1954).
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The Poggio (1984) article provides a good comparison of various procedures

used in Kansas to set standards on educational competency tests for read-

ing and ma-th. A large group of references deal with applications of stan-

dard setting procedures. By far, the bulk of the applications deal with

- setting educational standards (e.g., minimally acceptable levels of read-

ng and math knowledge for high school graduates) and professional certi-

fication (e.g., minimal levels of knowledge that a grammar school teacher

must possess to be certified or licensed to teach in a given state). There

is clearly very little empirical, applied research dealing specifically

with the determination of job performance standards for selection and

classification purposes.

Standard setting for certification vs. selection and classification.

A basic difference between standards for competence (mastery vs. con-

mastery) or certification (CC) and for selection and classification (S;

is that the former essentially entail only one judgement. A CC standard is

used to indicate that an individual meets the qualifications to be consid-

ered minimally competent.

Standard setting for SC purposes requires that two judgements be made.

The first is a judgement of minimal competence or acceptable performance

derived through measurement of job performance with job incumbents. In

other words, a standard needs to be set on the criterion measure(s). A

second cut-off score (standard) needs to be set on some predictor measure

such that individuals who meet the standard on the predictor will be like-

ly to meet, at some later point, the standard for acceptable job perform-

ance. Actually, two sets of these types of judgements may be needed: One
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for selection and a second for classification. The first set of judge-

ments, for selection, may require different considerations than the set of

judgements for job classification. For example, selection standards may

At. be based on concerns regarding supply and demand, trainability in a gen-

eral sense and attrition, while classification standards would be based

. upon considerations of actual job performance. The Ariy model is based on

this sort of multiple judgement approach.

Cc Procedures: judgement and validity. Regardless of the context for

setting standards, it should be understood that the application of any

standard setting procedure requires judgement. While the judgements will

be value-laden, they are not therefore arbitrary in the sense of being

. based solely on whimsey (cf. Hofstee, 1983). The judgemental nature of

standard setting has been a focus of debate in the literature (e.g.,

Glass, 1978; hambleton, 1978). However, rather than dismiss all standard

setting procedures because they require judgements we need a more con-

structive approach. It seems reasonable to accept the fact that judge-

merts are the basis of standard setting procedures and then examine the

validity and impact of the resultant cut-off scores.

'a." Lnfortunately, the literature offers very little guidance for select-

ing one procedure over another based on considerations of validity. In-

S.deed, it cannot be said that a test performance standard derived from any

?- one procedure is intrinsically valid because of the particular procedure

employed. Andrew and Hecht (1976) found that different groups of judges

arrived at similar standards using any one procedure, but different stan-

dards were obtained when twL different procedures were used by the same
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groups of judges. According to Pogglo's (1984) research, different proce-

dures will consistently yield higher or lower standards. In fact, the

validity of a cut-off score (i.e., the ability of the cut-off score to

discriminate between minimally acceptable and unacceptable individuals) is

likely to depend not only on the procedure used to set the cut-off but

also on the content of the instrument(s) used to assess performance.

Norm-referenced vs criterion-referenced tests. It stands to reason

that if a test does not suitably measure what it purports to measure then

any standard or cut-off score based on that test will not be valid. This

holds for tests developed within either a norm-referenced test (NET) or

criterion-referenced test 'CRT) framework. Although a detailed descrip-

*--- tion of NRT and CRT development procedures will not be presented here,

several references in the bibliography (see Table 1, "Definitions") dis-

cuss the methods in more detail.

One pcint that bears emphasizing is the different goals of the tests.

Basically, a NRT is designed to optimize discriminability between all

individuals administered the test. A CRT is designed to maximize discri-

minability around the cut-off point for proficiency, and, technically, is

composed on.y of items necessary for identifying proficiency in the con-

tent domain being tested. In terms of test item difficulty, NRTs tend to

contain a range of item difficulties; CRT items, on the other hand, are

viewed as homogeneous.
IV.5

Despite different test development strategies, both types of tests

will yield a distribution of response scores (e.g., number or percent

correct). However, with a NRT one expects to obtain a more normal distri-
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bution of scores while with a CRT one expects a somewhat skewed and peaked

response distribution on, e.g., an end of course exam. It must be stressed

that sinceability is a continuous, not all-or-none, variable, test scores

will always reflect a variety of abilities. Variations in scores are not

simply measurement error on either a CRT or KRT. Therefore, scores on

either type of test may be given a norm-referenced interpretation. Just

as pass/fail standards are set on both NRT and CRT, one can discuss an

individual's score in relation to all other scores from the exam with

either a CRT or NRT.

-. ~With respect to the selection of a standard setting procedure, any

* procedure can be applied to either type (NRT or CRT) of test. However,

the literature does imply that once a cut-off score or standard is set on

a CRT, one may denote individuals whose scores fall above the standard as

masters" of the domain covered by the test. Individuals whose scores

fall below the cut-off are designated as "non-masters" of the subject

matter. In fact, one specific purpose of a standard on a CRT is to Ider-

tify an Individual as either a master or non-master of a particular skill

domain (though not, necessarily, as more or less masterful than another

individual). Appropriate labeling of individuals scoring above or below

the cut-off point on an NRT is less clear. This may be attributed to the

fact that since NRT items are sampled statistically (i.e., randomly from a

pool) rather than on strict content domain grounds, it is less clear what

* an individual would be a master of, except the items on the test. The

inference from the test Items to the domain of skill is weaker for a NRT

than for a CRT.

W7.
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The report by Buck (1977) provides a good discussion of concerns and

standard setting procedures for NRTs and CRTs. By way of summary, Buck

states that "a test is not inherently norm-referenced or criterion-refer-

enced. It is the manner in which a test is developed and interpreted that

determines whether It is to be classified as norm- or criterion-ref-

erenced. It is conceivable that a test could be either norm- or crite-

rior-referenced or both depending on the way in which it is developed,

used and interpreted [p. 151". Indeed, the Army's Project A measures

encompass both NRT and CRT aspects. Due to the scope and purpose of the

project, the development of the criterion (job) measures was based upon

N' careful, comprehensive identification of the criterion domain followed by

non-random sampling of tasks within the domain and construction of test

v. items in such a way as to optimize discrimination of ability levels among

individuals

Modes of measurement. By and large, the published literature on. stan-

dard setting deals with paper and pencil, multiple choice (recognition)

tests. Applications of standard setting procedures to, for example,

hands-or, rating, or interview assessment procedures are not represented

in the literature (cf. Shikiar, et al 1985). This is not to say, however,

that the existing procedures or the principles they embody cannot be made

to accommodate different testing modes. Standard setting procedures can

also be augmented to encompass the practice of using multiple tests and

multiple test modes for criterion (job) performance measurement. Alterna-

" 1For a more detailed description of the criterion measures see: Campbell,
C.H., Campbell, R.C., Rumsey, M.G., and Edwards, D.C. (1985). Development
and field test of task-based NOS-specific criterion measures. Alexandria,
VA: US Army Research Institute, in press.
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tive approaches are described in Buck (1977).

Selecting and Applying Standard Setting Procedures: General Considera-

tions.

,' Although the literature does not offer specific guidance on selecting

one procedure over another for different situations, general recommenda-

tions or areas for consideration can be identified. Specific areas will

I be addressed in the following paragraphs: Acceptance of standards and

modifying standards.

Acceptance of standards. One important consideration is the selection

of the judges (standard setters). If representation of the end-users is

included in the standard setting process, the likelihood that the resul-

tant standards will reflect the interests, concerns, and needs of the

* users is increased. In the context of selection and classification in the

military, it would be prudent to include individuals from the personnel,

training, policy and field communities on standard setting panels.. In-

volving several judges or groups of judges in the standard setting process

may help to promote confidence in and acceptance of the standards. 6hen

independent groups of judges employ the same standard setting procedure

and arrive at similar standards (cf. Andrew and Hecht, 1976), confidence

in the standard will be increased.

0-- Another consideration for increasing acceptance of standards is re-

lated to both the judges involved and the procedure selected. A procedure

that seems convoluted to the. judges or asks them to make decisions they do

not feel qualified or knowledgeable enough to make is unsatisfactory.

However, the very same procedure presented to a different group of judges

[
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may meet with a more satisfactory response. Any procedure that causes

judges to feel uneasy is not likely to result in a cut-off score that

users will feel confident in implementing; the validity of the standard

will be called into question. This is not to say that judges should be

selected to "fit" the procedure. Rather, It is recommended that a proce-

dure should be selected to "fit" the standard setters. Every effort

should be made to ensure that that judges find the procedure credible and

easy to apply.

'S. Several sources have suggested providing judges with normative data so

Nthat their expectations of performance will not be unreasonable (e.g.,

* Livingston and Zelky, 1983; Shepard, 1976). Incorporation of normative

data is likely to result in similar standards across judges which, ir.

turn, is likely to improve confidence in the selected standard. Further,

it should be noted that Jaeger et al. (1984) have found that iterative

applications of a given standard setting procedure result in reduced

''V variability across judges. Iterative applications, however, did not a,-

fect the mean recommended standard. The reduction in variability, i.e.,

better agreement among judges, is also likely to increase the confidence

of tht judges in the resultant standards.

* Modifying standards. The preceeding discussion has concentrated on

ways to maximize confidence in standards derived by any given procedure.
, 5,.',

It is important to ensure not only that the judges themselves are confi-

*_ dent with the standard but also that the end-users and individuals dir-

ectly affected by the use of the standards accept the results. Therefore,

in addition to the above considerations, institutional requirements and
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values must also be taken into account. No matter how confident judges

may be in their decisions, if the standards appear too high or too low

from an institutional perspective the standards will not be acceptable.

It was stated earlier that some procedures consistently yield higher

standards than others. This means that some procedures will result in

relatively high standards that are likely to produce false negative deci-

sions, i.e., individuals will be classified as not minimally acceptablei
when, in fact, they would have been able to perform at a level acceptable

to the organization. Conversely; procedures resulting in lower standards

are more likely to produce some amount of false positive decisions. At an

* organizational level, then, consideration may be given as to whether false

negative or false positive decisions are more serious or costly to the

9.: organization.

Decision theoretic and utility analyses can serve as a tool to "fine

tune" a standard set by panels of judges. Decision theory is not a stan-

-dard setting procedure; it is a technique for reducing the effects of

measurement and sampling error (van der Linden, 1980). The goal of utiU-

ity analysis is "to match the test dichotomy to the criterion dichotomy to

ensure that the smallest number of classification errors will be made"V

* (Shepard, 1983). One form of utility analysis is to determine the rela-

tive cost of one kind of error (false negative) against the cost of an-

other kind of error (false positive). This may be a difficult, complex

* approach to apply especially with respect to deciding which cost factors

should be used (e.g., cost of training, equipment loss, dollar value of

performance).

1
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Eaton et al. (1983)1, have presented utility estimation tecnniques

developed to be easier to apply In situations where "managers are more

accustomed to considering the relative productivity of employees or crews

than the costs of producing given levels of output ... Ior]... where em-

ployees operate very complex, expensive equipment and/or are focal to the

productivity of a costly system [p. 29]". The strategies presented by

Eaton et al. consider changes In the number and performance level of sys-

tem units for increased aggregate performance. As noted by the authors,

these techniques still do not provide for easy linkage of performance

quality to a single quantitative scale. The "linkage" maybe require co.-

* plex judgements regarding the utility equivalence of different performance

levels for different situations or groups of individuals.

Within Project A, attempts are being made to scale the value of dif-

ferent levels of performance. Utility scaling workshops will be conducted

with military personnel. Their task will be -to scale different perform-

ance levels of various Army occupations using the 50th percentile perfor.-

ance of the infantryman occupational speciality (11B) as a baseline. It

is conceivable that the resultant scale value for the utility ot individu-

als performing at the 90th percentile in some occupations will be lower

* than the scaled utility of the 50th percentile 11B.

t, Once the utility of performance levels is scaled onto a single dimen-

ion, information obtained from the scale may be used to modiiy test per-

* formance and/or entrance standards for different occupations in order to

"Eaton, N.K., Wing, H. and Mitchell, K. (1965). Alternative methods of
estimating the dollar value of performance. Personnel Psychology, 3,

* 27-40.
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optimize selection and classification decisions. If, as expected, a givern

performance level (standard) does not have the same utility across occu-

pational specialties, then the classification standards for each occupa-

5' tion may be modified in order to optimize the overall utility of the total

enlisted force.

Concl usions

This review has started fron, the premise that tests on which standard

setting procedures are applied have already been determined to be psycho-

metrically sound. This is to say that the test must be valid, reliable,

and follow the guidelines of the American Psychological Association' for

* test development practices. Once a test has been appropriately developed,

a test performance standard (cut score) can be set.

-,
Each standard setting procedure should be applied judiciously and care

5

snoud be taken so that the mathematics invulved in some of the procedures

do not create a false sense of rigor. Every standard setting procedure is

based on judgement. It is the responsibility of the developers, users,

and overseers of the standard setting process to ensure that the judge-

ments are sound, appropriate to and supportive of the goals and values of

the organization or community served by the standards (cf. Hofstee, 1983).

F urther, it is incumbent on the responsible parties to evaluate and re-

evaluate the standards in terms of the impact the standards have on the.,

organization. The basic objective of any standard is to help attain the

% American Psychological Association. (1985). Standards for educational and
psychological testing. Washington, DC: Author.

American Psychological Association, Division of Industrial-Organization
Psychology. (1980). Principles for the validation and use of personnel

* selection procedures. (Second edition) Berkeley, CA: Author.

VIC.
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critical goals and requirements of a given institution. Jobs, fur examrple,

change as do the needs of the organization. Accordingly, measures of job

performance and standards based on those measures must be regularly ap-

praised and modified as needed to ensure that the values of the organiza-

tion are being met.

The concluding point of this review is that there cannot be one and

only one correct standard. The notion that one correct standard can be

determined for a given situation is logically inconsistent with the fact

that performance or ability exists as a continuous variable. An~y stan-

dard, no matter how it is derived, imposes ar, artifical dichotomy 'e.g.,
e

pass vs fail, master vs non-master, etc). This not to suggest that stan-

dards should be eliminated or avoided. Standards do serve as useful tocls

in the se2ection and classification processes. Rather, the standard set-

tin& process cannot end with the determination of a particular standard.

There is a need to continue evaluating the standard to ensure that the

number and cost of the inevitable decision errors produced by that stan-

* .. dard are minimized.

"-

aw'.
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ANNOTATED BIBLIOGRAPHY

Andrew, B.J. and Hecht,-JOT. (1976). A preliminary Investigation of
two procedures for setting examination standards. Educational and Psychc-
logical Measurement, 36, 45-5C.

Abstract

Two standard setting procedures were employed by two groups of
judges to set pass-fail levels for comparable samples of a na-
tionally administered exar inatior. These procedures were both
designed to set standards in relation to the minimally qualified
examinee. The study was undertaken to determine whether similar
standards would be set for the same examination content when
determined by different groups of judges, and whether the two
procedures employed would result in similar standards for compa
rable samples of test content. In addition, the extent to which

" group consensus judgments might differ from individual Judgments
* was also investigated. The results suggest that different groups

of judges do set similar examination standards when using the
same procedure, and that the average of individual judgments does
not differ significantly from group consensus judgments. Sig-
nificant differences were found, however, between the standards
set by the two procedures erployed. This finding was observed
for both groups. The nature of these differences is described,
and their implications for setting examination standards are
discussed. (Author)
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Angoff, W.H. (1971). Scales, norms, and equivalent scores. In F.L.

Thorndike (Ed.), Educational Measurement (pp. 50S-600). Washington, DC:

Arrerican Council on Education.

- Pg. 514-515: description of procedure:

Systematic procedure for deciding on minimum raw scores for
pa.sing and honors - think of "minimally acceptable person"

- go through test item by Item;
- could such a person answer correctly the item under

consideration: correct score I
N'. incorrect score 0

- sum of scores a raw score (cut off] of minimally ac-
ceptable person
- have some number of Independent judges decide by con-
s_-nsus without actually administering the tests
- results could later be compared with numbers and
percent of examinees who actually earned the passing

grades [validity studies: verify appropriateness of the
initial cutting scores or correct them if necessary]
- or ask each judge to state the probability that the

minlum acceptable person would answer each item cor-
rectly; the sum of the probabilities would represent the
minimum acceptable score

-- - Pg. 531...suggestion of applying cut score procedure to Army.

Block, J.H. (1978). St4ndards and criteria: A response. Journal
of Educational Measurement, 15, 291-295.

- Responds to Class (1978) paper

- Argues that standard-setting techniques are not as arbitrary as
Glass suggests

- Suggests developing new and better technique.....promote broad-
* based humanistic procedure.
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Buck, L.S. (1977). Guide to the setting of appropriate cutting
scores for written tests: A summary of the concerns and procedures (Tech-
nical Ner.orandum 77-4). Washington, DC: Personnel Research and Develop-

ment Center United States Civil Service Commission.

- Presents a review and summary of methods for establishing cut-
scores

- Discusses issues as they apply to norm and criterion reference
tests

- Pg. 9: summary of issues and models of test fairness
- Pg. 13-15: summary - cutting scores for NRTs
- Pg. 20-21: summary - cutting scores for CRts

(10 "models" ... methodology different .. . but no er--
pirical or theoretical basis for selecting one over
another)

- Pg. 13: "The test developer must realize that the process of
setting a cutting score cannot be totally analytic, as it Is im-

, possible to assume a purely objective attitude".

B Buck, L.S. (1975). Use of criterion-referenced tests in personnel
selection: A summary status report ehc Memorad 751"67. Washing-
ton, DC: Personnel Research and Development Center United States Civil
Service Commission.

- Discusses validity of CRTs and measures of reliability (actually
does little more than reference papers dealing with the topics)

- See pg. 21 ... measures of reliability.
pg. 23 ... validity

pg. 26 note ... reliability/correlation estimate

- Provides 28-page annotated bibliography

,4 ;Burton, NW. (1978). Societal standards. Journal of Educt! ,,nai, Measurement, 15, 263-272.

. Pg. 264 - definition of criterion - differences In emphasis:

0 1) criterion (variable] - trait to be measured (traditionaldefinition)
2) - specification of minimum levels of

performAnce (Claser and CRT)

- Pg. 266 - 3 types of methods: 1) standards based on theories
,,r (learning hierarchies)

2) standa-rds based on expert
consensus

- '.3) standards based on practical
necessities (minimal compe-
tencies for real-life)
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Chuang, D.T., Chen, J.J., & Novick, H.P. (1981). Theory and practice for

the use of cut-scores for personnel decisions. Journal of Education Statis-

tics, 6, 129-152.

- Hathematical model

. - Optimize utility ... final cut-score set by utility function...
... assumes some cut score has already been

determ ined...

- Does not specify how cut scores are set

DuBois, P.H., Teel, K.S., & Petersen, R.L. (1954). On the validity of

proficiency tests. Educational and Psychological Measurement, 14, 6C5-616.

- A proficiency test is considered valid if it discriminates be-

0 tween the proficient and non-proficient in a given skill... "while

an aptitude test may have an indefinite number of validities, de-

pending on the criteria which it predicts with varying degrees of

success, a valid proficiency test must measure what it purports to

measure. No other concept of validity is applicable, the only

variation possible is In the method used in arriving at the esti-

mate of validity" (pg. 605) "

- Coverage and discrimination power are independent dimensions of
a proficiency test

- Difficulty analysis - item, has p-value of .50 (passed by 50*: of

the group)... Its SD Is at maximum and makes maximum numbers of
discriminations... A range of item difficulties, from very easy

to very hard with a mean at about .50 is optimal for differentiat-
ing within a given population

- Types of validity:
- Validity by "Direct Judgment" -- uses SMEs

- work sample validity -- correlation with work sample that

is representative and meaningfully measures the skill
- Class validity -- e.g. high vs. medium vs. low proficiency

- Curricular validity - untrained vs. trained
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Eastman, R.F. (1981). Supervisor ratings as criteria for Skill

Qualification Tests. In S.F. Bolin (Chair), Panel on skill qualification

testing: An evolving system (pp. 1356-1366). Arlington, VA: 23rd Annual

.oerence of the Military Testing Associatifl. [DrIC, ADP 001400)

- Correlation between supervisor ratings of overall job perform-

ance and SQT scores for 67N (r-.7
4 )

- Used ratings as criteria to determine optimum cut score for

performers vs. non-performers

ratings: - competent/not competent/don't know

- cross out name If you don'f supervise the Individ-

ua 1
- use a "+" sign to indicate one of the best soldiers

arnd a "- sign to Indicate one of the poorest soldiers

- Each soldier rated by 3-6 supervisors

*- Plot (tabulate) distribution of performers (rating ) 3) by ST

score

- Findings: SQT cut-score could be lowered and be more consistent

with perceptions of supervisory personnel; it may be better to have

supervisor rank-order soldiers instead of having to designate A

soldier as a non-performer,
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Glass, G.V. (1978). Standards and criteria. Journal of Educational
"Ieasureert, 15, 237-262.

Pg.243: Criterion: the definition has been corrupted; originally
referred to a criterion-referenced test ... meaning a scale of be-
havior linked to a test scale ... now criterion taken to be
synonymous with "standard" or "cut score"

- Glass expresses strong concern regarding th~rbitrary nature of
setting a standard and the notions of a standard

Six classes of methods for establishing-cut-offs:

1. Performance of others - reference parameters of existing

population of examinees -e.g., median score, 50th percentile
... eszentially normative.., not "behaviorally informative";
criterion-reference test theorists would find this approacr, to
be an inappropriate method.
2. "Counting Backwards from i100%" - given the nature of criter-
ion-references tesF objectives)...would expect perfect
scores...but allowances must be made for, e.g., measurement
error and clerical mistakes...but how much??...the method is

* •highly judgmental and too vague
3. Bootstrapping on other criterion scores - use other deter-
minations of competence to select a group then match the grou;

'4i against the score distribution of some other test.. .problems
1) the 2 tests must be correlated, but. it will never be per-
fect, therefore, you will make, e.g., false positive and false
negative decisions, and you still have the problem of 2) how
was thp standard set or the first test.. .circularity prob'em
4. Judging minimal comrretence - study a test and determine the
-equired score for a minimally competent individual (cf. Nede.-
sky; Ebel)...see pg. 246 for Nedelsky method; pg 247 for Ebe'
method; pg. 248 for Angoff method; problems: i) consistency
and reliability of judges; 2) logical psychological status of
concept of minimal competence.
5. Decision theoretic approaches - cutoff on an external crite-
ron assumed as a "given"...vary score on the criterion-
referenced test to say, minimize false negatives,.. approach
simply postpones decision regarding the setting of a cut off...
still "arbitrary"
6. "Operations Research" Methods - based on OR approach of
maximizing a valued commodity by finding an optimum point on a
mathematlca~urve or graph--- must have a non-monotonic
curve.. .could have composite with a second valued outcome; but
then have the problem of how to weight the composite...or look
for the point of diminishing returns.. (no further gain) how
do you decide non-arbitrarily

- Pg. 258... standard-setting procedure may involve more precision than the
test itself has... no matter what procedure used, there is still the ele-
ment of the arbitrary

.1 .- Glass favors a comparative approach, e.g., improvement (change in per-
I formance) but you still have the questions re: how much change is good/-

sufficient... .how much loss before action should be taken ... same problem
as with criterion score, but he claims one has still gained clarity and
consensus even if all problems were not solved.
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Hambleton, R.K. (1978). on the use of cut-off scores with criterion-
Sreferenced tests In Instructional settings. Journal of Educational Meas-

urement, 15, 277-290.

i - Validity of cut score depends on how accurately It separates

examinees Into mastery states ... usually the criterion Is some
external measure of performance or instructed vs. non-instructed

, groups

- ethods are based on the consideration of item content, educa-

. tional consequences, psychological and financial costs, perform-
' .ance of others, errors due to guessing and_ itei. sampling ... all
". a rb itra ry

- Against Class' (1978) recommendation of using change scores.
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Hambleton, R.K. & Eignor, D.R. (1980). Competency test development,
validation, and standard setting. In R.M. Jaeger & C.K. Tittle (Eds.),
Minimum competency achievement testing: Motives, models, measures, and
consequences (pp. 367-396). Berkeley, CA: McCutchan Publishing Corpora-
tion.

- Focuses on making competency judgment for individuals - not
groups (e.g .... program evaluation)

- "A minimum competency test is designed to determine whether an
examinee has reached a prespecified level of performance necessary
to each competency being measured"..."standard" [or "cutoff score"
or "minimal proficiency level"] is a point. on a test score scale
which is used to separate exominees into two categories".. .mas-
ter/nonmaster -. a standard is set for each competency measured by a
test.. ."competency tests are a special type of criterion-referenced
test" - requires "information about levels of individual perform-

I' ance relative to well-defined content domains (referred to as
"domain specifications)"

a - 4 important topics: 1) improved guidelines for preparing domain

* specifications
s . 2) guidelines for evaluating competency

tests and test manuals
-3) research on the relationship among test

length, test score reliability, and test
score validity

4). consideration of issues and methods for
determining standards, as well as guide-
lines for implementing each method

- Goes through 12-step model for developing and validating compe-

tency tests

d - Pg. 377: test length formula for criterion reference tests, (vs.
Spearman-Brown for norm-referenced tests)

- ontinuum vs. state models (all-or-none): in the latter, test
true-score performance is viewed as all-or-none, true-score star.-

* dard is set at 100%, after consideration of measurement error the
observed-score standard is set at a value less than 100%.. .use

normative information as an aid in making decisions kin case expe-
rience of judges may have been with unusual students)

*See pg. 383-384...different models' use of (need for) utility
* values

- pg. 386 - comparison of standard setting procedures

pg. 392 - for empirical methodology and the need for external
criterion measures (see refs.)
pg. 3 - latent trait models...feasibility with competency tests??,
equating scores from one form of competency test to another.
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?hambleton, R.K. & Eignor, D.R. (1979). Issues and methods for stand-
ard-setting. In AERA Training Program MAterials, Criterion-referenced
test development and validation methods (Unit 6). Unpublished training
materials.

- Very similar to Hambleton and Eignor (1980)

- More step-by-step detail (how to do as well as in-depth compari-
son of methods)

- Reviews different methods (descriptive)

- References Berk (mathematical) methodology and provides algo-
rithms for maximizing correct decisions and minimizing incorrect
decisions

- Pg. 47 - describes Livingston method and the use of performance
data vs. judgmental data on performance; stresses need for research

- Pg. 51 - to use Black's optimization strategy...need weight for
Svalued outcome criteria to form composites.. .no specifications fcr

how to do that...further problem: solutions are likely to be
situation specific

- Summary (pg. 57)

If obJect is to view a test by itself and not in relation to
other variables, use Angoff or Nedelsky methods

- If empirical data are available, use Berk or Contrasting Group
method

- Pg. 57-59: Hambleton's guidelines.. .use several groups of judges
working together; work through practice examples (with Ebel or
Nedelsky method); introduce domain specifications; schedule time to
discuss each specification; make sure judges know how the tests
will be used; ...look at consistency of different groups cut-off
score ratings; use performance data to modify cut-off scores; check

* back to see if objectives are "out o ine"; try to compare mastery
status of instructed and uninstructe groups of examinees; re-re-view cut-off scores periodically since priorities change.
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Hofstee, W.K.B. (1983). The case for compromise in educational se-

lection and grading. In S.B. Anderson & J.S. Helmick (Eds.), On educa-
tional testing (pp. 109-127). San Francisco, CA: Jossey-Bass Publishers.

- Selection practices are political In the sense of promoting cer-
tain values at the expense of other values

- Compromise between politics, as referenced above, and scientific
fact

- Example of Weighted Lottery procedure for restricted admissions

- Chance of being admitted is a monotonically increasing function
of e.g., grade point average - see pg. 113 (illustration)

- Pg. 118 - Fig. 3 - compromise model for establishing cutoff
points

- etermine maximum and minimum acceptable 2 mastery (k) and maxi-
mum and minimum, acceptable % failures (f); solve f(min) and K(max)

0. and f(max) and K(min); e.g. (0, 70) and (60, 40); locus of admis-
sion cut off scores is k+.Sf a 70 [k+af.=C]

- Actual cutoff is the point of intersection between the model
(k+af-c) and the empirical curve.

.48

.i-%

e-

.


